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Abstract

In this thesis we address the challenge of automatically summarizing spontaneous,

multi-party spoken dialogues. The experimental hypothesis is that it is advantageous

when summarizing such meeting speech to exploit a variety ofspeech-specific char-

acteristics, rather than simply treating the task as text summarization with a noisy

transcript. We begin by investigating which term-weighting metrics are effective for

summarization of meeting speech, with the inclusion of two novel metrics designed

specifically for multi-party dialogues. We then provide an in-depth analysis of use-

ful multi-modal features for summarization, including lexical, prosodic, speaker, and

structural features. A particular type of speech-specific information we explore is the

presence of meta comments in meeting speech, which can be exploited to make extrac-

tive summaries more high-level and increasingly abstractive in quality. We conduct our

experiments on the AMI and ICSI meeting corpora, illustrating how informative utter-

ances can be realized in contrasting ways in differing domains of meeting speech. Our

central summarization evaluation is a large-scale extrinsic task, adecision auditevalu-

ation. In this evaluation, we explicitly compare the usefulness of extractive summaries

to gold-standard abstracts and a baseline keyword condition for navigating through a

large amount of meeting data in order to satisfy a complex information need.
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Chapter 1

Introduction

Speech summarization is the process of digesting speech data and presenting only the

most informative or most relevant source information, thereby providing a distilled

version of the source as a substitute for, or an index into, the original. In the research

described herein, the input consists of spontaneous multi-party speech and the summa-

rization process results in automatically generated overviews of meeting discussions,

analogous to human minutes of a meeting.

While the field of text summarization has grown steadily overrecent decades,

speech summarization is comparably young and under-developed. Robust algorithms

have been developed for summarizing text data such as news-wire and articles, and

annual summarization challenges such as the Document Understanding Conference

(DUC)1 chart the continuing progress of the text summarization community. By and

large, methods for summarizing various forms of speech dataare yet to be fully ex-

plored and evaluated. One of the aims of this work is to examine how advances in text

summarization might be applied to the domain of speech summarization; while speech

data presents a more complex summarization challenge than relatively well-formed

text data, knowledge transfer between the two overlapping summarization communi-

ties should be of benefit to all. And with speech summarization being the younger of

the two fields, it seems most sensible for speech summarization researchers to begin

their exploration by applying proven textual approaches tothe speech data at hand.

The second, much larger theme of this work is the search for useful speech-specific

characteristics in automatic speech summarization. Whileit is desirable to exploit text

summarization advances as much as possible, the unique nature of speech suggests

that there will be features particular to the data indicating salience and relevance for

1http://duc.nist.gov
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Chapter 1. Introduction 2

our purposes. Compared with purely textual data, spontaneous speech has many levels

of information to investigate for our purposes, from prosodic features to turn-taking

and dominance relations to unique structural features of meeting speech. The central

hypothesis of this paper is that it is advantageous to include these features in any speech

summarization system and that a solely text-based approachwill tend to be less robust

than a system incorporating these “extra” sources of information.

The form of summarization used herein is of anextractivevariety, in which impor-

tant sentences - ordialogue acts, in our case - are extracted and concatenated to form

a summary comprised of important bits of the meeting. This isquite different from

the popular human conception of a summary, wherein novel sentences are created to

briefly convey the information content of the source material. Thus, while our resulting

summaries are analogous to human minutes of a meeting, they are distinct in form. The

advantages of choosing such a summarization paradigm, however, are that extractive

summarization techniques do not require a deep understanding of the source mate-

rial, the techniques are relatively robust to disfluent, fragmented speech, and extractive

summarization methods are also largely domain independent. In contrast, abstrac-

tive summarization normally requires a deeper understanding of the source material, a

method of transforming the source representation to a summary representation, and a

natural language generation component to create novel summary sentences. While the

summarization work described here is firmly in the extractive tradition, one theme of

this research is finding out how to move summarization further down the extractive-

abstractive continuum and essentially make extractive summaries more intelligent by

exploiting information beyond simple binary labels of “informative” and “uninforma-

tive” and to incorporate as much high-level perspective in the summaries as possible.

Though extractive summaries will still tend to be less readable than human ab-

stracts typically are, due to the fact that they are comprised of units that have been

removed from their original contexts, it is also important to stress that these extrac-

tive summaries are not simply stand-alone textual documents. They are meant to serve

as aids to the navigation of meeting content in the context ofa multi-media meeting

browser. In this thesis, we create an extrinsic evaluation that tests the usefulness of

such summaries in aiding a real-world information-gathering task. The hypothesis for

that extrinsic evaluation is that extractive summaries provide a more efficient way of

navigating meeting content than simply reading through thetranscript and using the

audio-video record, or navigating via keyword search. Thishypothesis is related to the

prevalence of meeting browser use-cases that involve time-restricted users. Few people
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have the time or desire to review a meeting by listening to or reading everything that

was said. The extractive summaries created here are intended to enhance the experi-

ence of reviewing and attending meetings by presenting the meeting information in a

condensed form to the user, and allowing the user to treat that condensed information

as a spring-board to further navigation of the meeting content.

There are numerous reasons for choosing to investigate automatic summarization

on meeting speech rather than other speech domains such as Broadcast News, lectures

or telephone speech. The first is that meeting speech is normally purely spontaneous

speech, with no read or planned portions (some meetings may contain semi-planned

speech, such as brief slide presentations). The meeting corpora therefore exhibit the

full spectrum of disfluencies that characterize “real” human speech. The second reason

is that such corpora are comprised entirely of multi-party speech, featuring complex

personal interactions, speaker overlaps, differences in speaker status, and information

that may be spread across several speakers. Third, meetingsare a ubiquitous part of

life for many people, and technologies that enhance the meeting experience and allow

meeting participants to become more efficient both during and between meetings are

generally beneficial in the real world.

Meeting data are particularly interesting because the interactions are often multi-

modal, featuring not just spoken dialogues, but also note-taking, emails, slides, white-

board events and interactions with remote participants. Meetings are structured along

all of these lines and the interactions are complex, therebyyielding numerous multi-

modal features for potential exploitation in summarization research. This multi-modal

aspect of the data also leaves the possibility of having summary output that is not

strictly text or audio; the summaries themselves can be multi-modal in nature. This

work is done as part of the Augmented Multi-party Interaction (AMI) and Augmented

Multi-party Interaction With Distance Access AMIDA projects2, which aim to develop

technologies that both exploit and enhance the multi-modalaspects of meeting speech.

There is also a challenge in that automatic speech recognition (ASR) on this data

is imperfect, and the word error rates (WER) tend to be much higher than you would

find with domains such as broadcast news. Throughout this thesis we assess the rami-

fications on the summarization task of using considerably noisy data.

2http://www.amiproject.org
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1.1 Thesis Overview

Before proceeding to a description of the core research, Chapter 2 (page 7) provides an

overview of previous summarization work on text and speech data, contains a discus-

sion of evaluation techniques, and places our automatically generated summaries in a

summarization typology. Chapter 3 (page 25) gives an overview of the data used and

the general experimental overview.

As mentioned above, the central hypothesis of this thesis isthat for extractive sum-

marization of spontaneous multi-party, multi-modal spoken interactions, it is advanta-

geous to exploit a wide variety of features in the data, particularly prosodic, structural

and speaker features, rather than to approach the problem ona solely textual, linguis-

tic level. We test this hypothesis at multiple points in the summarization pipeline, as

described below.

There are four major contributions of this research. First,we present results indi-

cating which term-weighting metrics are effective for summarizing multi-party spoken

dialogues, based on experiments with multiple corpora. In Chapter 4 (page 38) we

describe our research comparing established term-weighting metrics from text sum-

marization and information retrieval to novel speech-based term-weighting metrics.

This research aims to establish whether there are characteristics in the speech data that

can be exploited for term-weighting with the purpose of summarization. Two novel

speech-based metrics are described in detail, and comparedalongside more familiar

text-based weighting schemes. Term-weighting can be seen as one of the first steps

in the summarization pipeline, and determining an optimal term-weighting method

therefore has great ramifications for all downstream processes. This will inform future

speech summarization research on this type of data, as thereare numerous weighting

schemes to choose from and this thesis contains the first large-scale evaluation of such

metrics for this data.

Second, we provide an in-depth evaluation of which featuresand feature subsets are

effective indicators of informativeness for extractive summarization, as well as com-

paring unsupervised, text-based summarization approaches with supervised techniques

incorporating a variety of multi-modal features. In Chapter 5 (page 63) we present

several unsupervised text-based techniques and apply themto both manual and ASR

transcripts for the AMI and ICSI corpora. We then present an in-depth investigation

of supervised, feature-based techniques for automatic extraction for this data, build-

ing databases of lexical, prosodic, structural, and speaker features and determining
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the most useful individual features and feature subsets forthe extraction classification

task. We also analyze how the effectiveness of given featuresets can increase or de-

crease when using a database aligned with manual transcripts versus ASR transcripts.

The differences between summarization results on the AMI and ICSI corpora are also

examined and discussed. The summarization systems in Chapter 5 are evaluated us-

ing weighted precision, recall and f-score, a novel summarization evaluation paradigm

relying on multiple human annotations of extraction.

Third, we present a large-scale extrinsic evaluation for speech summarization, the

decision audittask. While the systems described in Chapters 4 and 5 rely on the

intrinsic weighted f-score metric for evaluation, Chapter6 (page 93) describes a large-

scaleextrinsic, task-based evaluation for summarization. As mentioned above, these

summaries are not meant to be stand-alone documents but rather efficient tools for

browsing meetings. For that reason we would like to evaluatetheir usefulness in

a real-world situation incorporating complex informationneeds. We therefore im-

plement and describe thedecision audittask, wherein a user must evaluate several

archived meetings in order to determine why a particular decision was made by the

meeting group. Incorporating five experimental conditionsin total, we compare sev-

eral automatic summarization approaches to gold-standardhuman summarization and

a baseline keywords approach. We also examine the level of difficulty that ASR errors

pose for time-constrained users searching for specific information. Chapter 6 (page 93)

as a whole attempts to justify the extractive summarizationparadigm as applied to this

data, based on multiple evaluations of usability as gauged by eliciting user preferences,

examining browsing behaviour and conducting human evaluations of decision audit re-

sponses. This evaluation yields very compelling results concerning the effectiveness

of the extractive paradigm for multi-modal browsing of meetings, and establishes a

framework for future speech summarization evaluations.

Fourth, we lay critical groundwork for moving the state-of-the-art in speech sum-

marization further down the extractive-abstractive continuum. We recognize that ex-

tractive summarization is limited by the fact that dialogueacts lose a good deal of

coherence when removed from their original contexts and that summaries comprised

of utterances from within the meeting do not always offer sufficient perspective on

what transpired in the discussion. While recognizing that full-scale abstractive sum-

marization remains a lofty goal, in Chapter 7 (page 126) we lay groundwork for that

ultimate objective by analyzing how dialogue acts within meetings vary between low-

level and high-level perspective, and how exploiting the latter dialogue act types can
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improve summarization. The phenomenon of speakers referring to the discussion itself

is an informative and valuable characteristic of such data for summarization purposes.

High-level informative dialogue acts are used to create “meta” summaries, which we

evaluate in a number of ways. We also conduct an in-depth features analysis, describ-

ing the differing feature correlates of these distinct dialogue act types. It is hoped that

this research will provide direction for moving beyond simple extraction and the re-

liance on strictly binary labelling of “informative” versus “uninformative.” While the

statistical models and features used in automatic summarization have become more

sophisticated over time, it is still the case that most summarization work relies on this

vague binary distinction rather than exploiting more complex distinctions in order to

create more intelligent summaries.

In Chapter 8 (page 148) we discuss further work and a set of initial experiments

regarding dialogue act compression, online summarizationand spurt-based summa-

rization. That chapter briefly discusses topics that may be of increased interest in the

coming years and how their inherent challenges might be addressed.

Finally, Chapter 9 (page 172) concludes by giving a general overview of the results

and discussing the ramifications for future summarization work on spontaneous speech

data.



Chapter 2

Automatic Summarization Literature

Review

2.1 Introduction

In this chapter we given an overview of the state of the art in automatic summarization.

We first present a typology for summarization, and secondly review major work that

has been carried out to date. We examine work on text and speech data in turn, and

conclude with a review of approaches to summarization evaluation.

2.2 Types of Summaries

As mentioned in the introduction, one possible division of summaries is betweenex-

tractsandabstracts, where the former consists of units removed from the source text

and concatenated together in a new, shorter document, and the latter concerns the gen-

eration of novel sentences representing the source document from a more high-level

perspective. Rather than being a hard division, however, abstracts and extracts exist on

a single continuum, and extracts can potentially be made more abstract-like through

further interpretation or transformation of the data. Simple extracts can also be more

than merely cutting and pasting; the extracted units can be compressed, made less dis-

fluent, ordered to maximize coherence, and merged to reduce redundancy, to give a

few examples.

Another possible division of summaries is betweenindicativeandinformativesum-

maries (Borko & Bernier, 1975). Aninformativesummary is meant to convey the most

important information of the source text, thus acting as a substitute for the original text.

7
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On the other hand, anindicativesummary acts as a guide for where to find the most

important parts of the source text. Using these definitions,the summaries we are cre-

ating in this current research can serve as either type depending on the use case. The

summaries are incorporated into a meeting browser, and a time-constrained user can

either read the summary in place of the entire transcript and/or use the summary as an

efficient way of indexing into the meeting record.

Another division is betweenmultiple-documentandsingle-documentsummaries.

In the latter case, information is gleaned from several source documents (e.g. multiple

newswire articles or meeting transcripts) and summarized in a single output document;

in these cases, redundancy is much more of an issue than with single-document sum-

marization. In this research, we focus on summaries of individual meetings, but many

of the methods are easily extendable to the task of summarizing and linking multiple

archived meetings. A central focus of the AMIDA project is automated content linking

for multiple meetings.

Similarly, this work focuses ongenericsummaries rather thanquery-dependant

summaries. In generic summarization, each summary is created without regard to any

specific information need, based on the inherent informativeness of the document. For

query-dependent summarization, units are extracted basedpartly on how similar they

are to a user-supplied query or information need. The generic summarization work

described herein could be extended to query-dependent summarization by combining

the features of general informativeness with further measures of query overlap and

responsiveness.

It is possible to divide betweentext andspeechsummarization, ortext andmulti-

mediasummarization, in the sense that the fields of research have separate but over-

lapping histories and use different types of data as input (and potentially as output as

well), but of course the simplest way to approach speech summarization is to treat it

as a text summarization problem, using a noisy text source. Speech summarization

and text summarization approaches often use many of the samefeatures or types of

features. However, a central thesis of this work is that it isadvantageous to use speech-

specific features at various steps of the summarization process, compared with simply

treating the problem as a text summarization task.
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2.3 Related Summarization Work

2.3.1 Text Summarization

Among the earliest work on automatic text summarization wasthe research by Luhn

(1958), who particularly focused on recognizing keywords in text. Luhn was among

the first to recognize that the words with highest resolving power are words with

medium or moderately high frequency in a given document.

A decade later, Edmundson (1969) began to look beyond keywords for the sum-

marization of scientific articles. He focused on four particular areas of interest: cue

phrases, keywords, title words, and location. While keyword detection had been the

subject of previous research the other areas were novel. Cuephrases are phrases that

are very likely to signal an important sentence, and could include phrases such as “sig-

nificantly”, “in conclusion” or “impossible” in the scientific articles domain. On the

other hand, there are so-called Stigma phrases that may signal “negative relevance”:

specifically, these might be hedging or belittling expressions. Also particular to the

type of academic articles Edmundson was working with is the Title feature, which

weights each sentence according to how many times its constituent words occur in sec-

tion or article titles. And finally, the Location feature weights sentences more highly if

they occur under a section heading or occur very early or latein the article. Edmund-

son’s summarization system then works by scoring and extracting sentences based on

a linear combination of these four features. These categories of features are still used

today, though more often in machine-learning frameworks than with manually-tuned

weights as Edmundson employed.

The ADAM system of the 1970s (Rush et al., 1971; Mathis, 1972;Pollock &

Zamora, 1975) relies heavily on cue phrases, but also strives to maximize coherence

by analyzing whether a candidate sentence contained anaphoric references (Endres-

Niggemeyer, 1998). In the case that a candidate does containanaphoric references, the

system tries to either extract the preceding sentences as well or to re-write the candidate

sentence so that it could stand alone. If neither of these arepossible, the candidate is

not chosen.

In the late 1970s and early 1980s, Paice (1980) investigatedthe idea of using “self-

indicating phrases” to detect informative sentences from journal papers. These phrases

explicitly signal that a sentence is relevant to the document as a whole, e.g. “This report

concerns...”. Contemporary work by Janos (1979) divided documents into “metatext”

and “the text proper”. Janos found that while most metatext could be discarded in
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the summarization process, certainthematicalmetatext sentences were able to form a

“semantic nucleus” for the summary as a whole. The work of both Paice and Janos has

some similarity with our work in Chapter 7 (page 126) on detecting meta comments in

meeting speech.

The summarization work of Paice is also similar to the ADAM summarization

system in its treatment ofexophoricsentences. The strategies are much the same: try

to extract both linked sentences, else neutralize the exophoric expression, and as a last

resort discount the candidate sentence. The primary difference is that Paice evaluated

both anaphoric and cataphoric references.

In the 1980s, several summarization methods arose that wereinspired by findings

in psychology and cognitive science (DeJong, 1982; Fum et al., 1982; Jacobs & Rau,

1990). These methods generally use human processing and understanding of text as

a model for automatic abstraction. The source is interpreted and inferences are made

based on prior knowledge. For an automatic summarization method, a schemata might

be created relating to the domain of the data being summarized. What differentiates

these methods from the earlier summarization methods described above is that the in-

put is interpretedandrepresentedmore deeply than before. For example, the FRUMP

system (DeJong, 1982) uses “sketchy scripts” to model events in the real-world for

the purpose of summarizing news articles. One example wouldbe a sketchy script

relating to earthquakes. We have prior knowledge about earthquakes, such as the mag-

nitude on the Richter scale, the location of the epicenter, the number of deaths and the

amount of damage inflicted. When a particular sketchy scriptis activated, these pieces

of information are sought in the source data. These approaches are limited by being

very domain-specific and requiring prior knowledge about the data being summarized.

Further information on such approaches can be found in (Endres-Niggemeyer, 1998).

Summarization research underwent a major resurgence in thelate 1980s and 1990s,

primarily due to the explosion of data available from sources such as the web and

news-wire services. Because of the volume and variety of data to be summarized, the

summarization techniques were more often extractive than abstractive, as the former

is more domain-independent, requires little or no prior knowledge, and can process

a large amount of data efficiently. The field therefore tendedto move away from the

schema-based, cognition-inspired approaches of the 1980s.

Much of the work of this period revisited the seminal work of Edmundson (1969)

and his investigation of cue phrases, keywords, title words, and location features. The

newer work incorporated these same features into machine-learning frameworks where
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classifiers are trained on human gold-standard extracts (Kupiec et al., 1995; Teufel &

Moens, 1997), rather than manually tuning the weights of these features as in the work

of Edmundson. For the tasks of summarizing engineering papers (Kupiec et al., 1995)

and computational linguistics papers (Teufel & Moens, 1997), the most useful features

were found to be cue phrases and locational features.

During this same period, other researchers investigated the use of rhetorical rela-

tions for the purpose of text summarization, particularly in the framework of Rhetori-

cal Structure Theory (RST) (Mann & Thompson, 1988). A hypothesis of RST is that

a given document can be represented as a single binary-branching rhetorical tree com-

prised of nuclei-satellite pairs, where a particular rhetorical relation exists between

each nuclei-satellite pair. By pruning such a rhetorical tree, a summary of the entire

text can be generated (Ono et al., 1994; Marcu, 1995, 1997).

Contemporary work utilized linguistics resources such as WordNet, a database of

lexical semantics, in order to derive relations between terms or phrases in a document.

In work by Barzilay and Elhadad (1997) lexical chains were detected according to the

relatedness of document terms, and sentences corresponding to the strongest chains

were extracted. The SUMMARIST system (Hovy & Lin, 1999) utilizes WordNet for

concept detection in the summarization of news articles.

Also in the late 1990s, interest in multi-document summarization was growing.

Creating a single summary of multiple documents presented,and still presents, and

interesting challenge, as the summarizer must determine which documents are rele-

vant to a given query and/or related to one another and must not extract the same

information from multiple sources. In other words, the problem of redundancyis

paramount. Carbonell and Goldstein (1998) introduced the Maximal Marginal Rele-

vance (MMR) algorithm, which scores a candidate sentence according to how relevant

it is to a query (or how generally relevant, for a generic summary) and how similar it is

to sentences that have already been extracted. The latter score is used to penalize the

former, thereby reducing redundancy in the resultant summary. MMR remains popu-

lar both as a stand-alone algorithm in its own right as well asa feature score in more

complex summarization methods (Zhu & Penn, 2006). Work by Radev et al. (2000,

2001) addressed single- and multi-document summarizationvia a centroid-method.

A centroid is a pseudo-document consisting of important terms and their associated

term-weight scores, representing the source document(s) as a whole. The authors ad-

dress the redundancy problem via the idea of cross-sentenceinformation subsumption,

whereby sentences that are too similar to other sentences are penalized, similar to the
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MMR method.

The work of Maybury (1995) extended summarization work frommerely process-

ing and summarizing text to summarizing multi-modal event data. In the domain of

battle simulation, the researchers took as input battle events such as missile fire, refu-

elling, radar sweeps and movement and generated summaries based on the frequencies

of such events and relations between such events. Not only are the inputs multi-modal

events, but the output can be a combination of textual and graphical summaries in

order to expedite perception and comprehension of the battle scene. The researchers

also took into account that such summaries should be tailored to the user: for exam-

ple, an intelligence officer might care more about enemy sizeand position whereas a

logistician will care about refuelling and supplies.

Since 2001, the Document Understanding Conference has encouraged research in

the area of multi-document, query-dependent summarization. For the text summariza-

tion community, this annual conference provides the benchmark tasks for comparing

and evaluating state-of-the-art summarization systems. While the data used has primar-

ily been news-wire data, DUC has recently added tracks relating to the summarization

of weblog opinions. Though a wide variety of systems have been entered in DUC, one

finding is that the most competitive systems have extensive query-expansion modules.

In fact, query-expansion forms the core of many of the systems (Lacatusu et al., 2005;

Hovy et al., 2005).

Automatic text summarization is closely intertwined with automatic text retrieval,

and this connection can especially be seen in query-dependent summarization, wherein

a query and a document or set of documents must be representedin such a way that sim-

ilarity between the query and a candidate document or sub-document can be gauged.

A major difference between the tasks of text retrieval and query-dependent summa-

rization is that text retrieval in its basic form concerns the determination of whether

or not a document is relevant to a query, whereas summarization goes a step further

and condenses the relevant documents. The basic formulation of the text retrieval task

is that there is an archive of documents, a user who generatesa query, and a pro-

cess of retrieving the documents in the archive that satisfythe query’s information

need (Rijsbergen, 1979). An efficient way of representing queries and documents is

via a vector-space representation where words are associated with term-weights, with

an example weighting scheme beingtf.idf (Jones, 1972; Rijsbergen, 1979; Salton &

Buckley, 1988), where a word has a high score if it occurs often in the candidate

document but rarely across the set of documents. Chapter 4 (page 38) analyzes the
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term-weighting problem as applied to spontaneous speech data. The vector-space rep-

resentation is useful because if both the query and candidate document are represented

as vectors, similarity can be easily gauged using the cosineof the two vectors. Alterna-

tively, probabilistic information retrieval systems (Maron & Kuhns, 1960; Rijsbergen,

1979) estimate the probability of relevance for a document D, P(R|D). This is arrived

at using Bayes theorem, with probabilityP(D|R) equal to the product of the individual

term probabilities in the simplest formulation (Singhal, 2001)

P(D|R) = ∏
ti∈Q,D

P(ti|R) · ∏
t j∈Q,D̄

(1−P(t j |R))

whereti is a term common to the query and the document and termt j is a term

present in the query but missing from the document. Since realistically the relevance

information is not known, there are numerous methods for estimating the probability

of a term given the relevance information, and Croft and Harper (1979) illustrate an

estimation method that is closely approximated by inverse document frequency (Jones,

1972), discussed in more detail in Chapter 4.

Automated information retrieval as a field took root in the 1940s with the germinal

work of Bush (1945), and it was Luhn (1958), mentioned above,who put forth the idea

that words could act as indices for documents in a collection. Probabilistic information

retrieval was developed in the early 1960s (Maron & Kuhns, 1960), and further refined

in the 1970s and 80s (Jones, 1972; Croft & Harper, 1979). Since the early 1990s,

the Text Retrieval Conference (TREC) (Harman, 1992) has encouraged the develop-

ment of effective retrieval methods for large corpora (Singhal, 2001). An overview

of information retrieval as a whole is outside of the scope ofthis thesis, but standard

introductions to the field are by Rijsbergen (1979) and Salton and McGill (1983), with

Singhal (2001) providing a very concise overview.

2.3.2 From Text to Speech

McKeown et al. (2005) provided an overview of text summarization approaches and

discussed how text-based methods might be extended to speech data. The authors de-

scribed the challenges in summarizing differing speech genres such as Broadcast News

and meeting speech and which features are useful in each of those domains. Their

summarization work involved components of speaker segmentation, topic segmenta-

tion, detection of agreement/disagreement, and prosodic modelling, among others. For

meetings in particular, their research involved finding theprosodic and lexical corre-
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lates of topic shifts, and they investigated known useful features of monologue speech

such as pauses and cue phrases and concluded that these are informative for segment-

ing multi-party dialogue speech as well.

Christensen et al. (2003) investigated how well text summarization techniques for

news-wire data could be extended to broadcast news summarization. In analyzing fea-

ture subsets, they found that positional features were moreuseful for text summariza-

tion than for broadcast news summarization and that positional features alone provided

very good results for text. In contrast, no single feature set in their speech summariza-

tion experiments was as dominant, and all of the features involving position, length,

term-weights and named entities made significant contributions to classification. They

also found that increased word-error rate (WER) only causedslight degradation ac-

cording to their automatic metrics, but that human judges rated the error-filled sum-

maries much more severely.

In the following sections we first provide an overview of interesting early research

on speech summarization, then describe speech summarization research from four par-

ticular domains: newscasts, meetings, lectures, and voicemail.

2.3.3 Speech Summarization

In the early 1990s, simultaneous with the development of improved automatic speech

recognition, researchers became increasingly interestedin the task of automatically

summarizing speech data. Here we describe several early summarization projects from

a variety of speech domains.

Chen and Withgott (1992) identified areas of emphasis in speech data in order to

create audio summaries, reporting results on two types of data: a recorded interview

and telephone speech. The emphasis detection was carried out by training a hidden

Markov model on training data in which words had been manually labelled for varying

degrees of emphasis. The features used in the model were purely prosodic, namely

F0 and energy features. The authors reported near-human performance in selecting

informative excerpts.

Rohlicek (1992) created brief summaries, or gists, of conversations in the air-traffic

control domain. The basic summarization goals were to identify flight numbers and

classify the type of flight, e.g.takeoff or landing. Such a system required compo-

nents of speaker segmentation, speech recognition, natural language parsing and topic

classification. The authors reported that the system achieved 98% precision of flight
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classification with 68% recall.

One of the early projects on speech summarization was VERBMOBIL (Reithinger

et al., 2000), a speech-to-speech translation system for the domain of travel planning.

The system is capable of translating between English, Japanese and German. Though

the focus of the project was on speech-to-speech translation, an abstractive summa-

rization facility was added that exploited the informationpresent in the translation

module’s knowledge sources. A user can therefore be provided with a summary of

the dialogue, so that they can confirm the main points of the dialogue were translated

correctly, for example. The fact that VERBMOBIL is able to incorporate abstractive

summarization is due to the fact that the speech is limited toa very narrow domain of

travel planning and hotel reservation; normally it would bevery difficult to create such

structured abstracts in unrestricted domains.

Simultaneously work was being carried out on the MIMI dialogue summarizer

(Kameyama & Arima, 1994), which was used for the summarization of spontaneous

conversations in Japanese. Like VERBMOBIL, these dialogues were in a limited do-

main; in this case, negotiations for booking meetings rooms. The system creates a

running transcript of the transactions so far, by recognizing domain-specific patterns

and merging redundant information.

2.3.3.1 Summarization of Newscasts

One of the domains of speech summarization that has receivedthe most attention and

has perhaps the longest history is the domain of broadcast news summarization. Sum-

marizing broadcast news is an interesting task, as the data consists of both spontaneous

and read segments and so represents a middle-ground betweentext and spontaneous

speech summarization. In Hirschberg et al. (1999), a user interface tool is provided

for browsing and information retrieval of spoken audio - in this case, using TREC-7

SDR data (Voorhees & Harman, 1999). The browser adds audio paragraphs, orpara-

tones, to the speech transcript, using intonational information. This is a good example

of how structure can be added to unstructured speech data in order make it more read-

able as well as more amenable to subsequent analysis incorporating structural features.

Their browser also highlights keywords in the transcript based on acoustic and lexical

information.

Another example of adding structure to speech data is in the work of Barzilay et al.

(2000). The authors focus on classifying speaker roles in radio broadcasts, automat-

ically discerning between anchors, journalists and program guests using lexical and
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durational cues. This speaker role identification can be valuable for quickly indexing

a large amount of broadcast data and especially for finding the transitions between

stories.

In Valenza et al. (1999), summarization of the American Broadcast News corpus

was carried out by weighting terms according to an acoustic confidence measure and a

term-weighting metric from information retrieval called inverse frequency (described

in detail in Chapter 4). The units of extraction are n-grams,utterances and keywords,

which in the case of n-grams and utterances are scored according to the normalized

sums of their constituent words. When a user desires a low word-error rate (WER)

above all else, a weighting parameter can be changed to favorthe acoustic confidence

score over the lexical score. One of the most interesting results of this work is that

the WER of summaries portions are typically much lower than the overall WER of the

source data, a finding that has since been attested in other work (Murray et al., 2005a).

Valenza et. al also provide a simple but intuitive interfacefor browsing the recognizer

output.

In work by Hori and Furui (2000) on Japanese broadcast news summarization,

each sentence has a subset of its words extracted based on each word’s topic score –

a measure of its significance – and a concatenation likelihood, the likelihood of the

word being concatenated to the previously extracted segment. Using this method, they

reported that 86% of the important words in the test set are extracted.

Kolluru et al. (2005) used a series of multi-layer perceptrons to summarize news-

casts, by removing ASR errors according to recognizer confidence scores and then

selecting units at increasing levels of granularity, basedon term-weighting and Named

Entity features. They found that their summarizer performed very well according to a

question-answering evaluation and ROUGE analysis, but slightly less well on subjec-

tive fluency criteria.

More recently in the broadcast news domain, Maskey and Hirschberg (2005) found

that the best summarization results in this domain utilizedprosodic, lexical and struc-

tural features, but that prosodic features alone resulted in good-quality summarization.

The prosodic features they investigated were broadly features of pitch, energy, speak-

ing rate and sentence duration. The highest F-measure reported was 0.544. ROUGE re-

call scores were also reported, with ROUGE-2 scores as high as 0.80 and ROUGE-SU

scores as high as 0.75. Acoustic/prosodic and structural features alone yield ROUGE

scores in the range of 0.68-0.76. Work by Ohtake et al. (2003)explored usingonly

prosodic features for speech-to-speech summarization of Japanese newscasts, finding
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that such summaries rated comparably with a system relying on speech recognition

output.

Christensen et al. (2008) have developed a system for skimming broadcast news

transcripts, consisting of three steps of automatic speechrecognition, story and ut-

terance segmentation, and determination of the most informative utterances, which

are then highlighted in the transcript. Salience is determined by features of position,

length, tf.idf score and cosine similarity of utterance and story term-vectors. They

evaluated their system both intrinsically with recall, precision and f-score, and ex-

trinsically via a question-answering task. Two relevant findings are that ASR did not

seriously affect the determination of salience, but that errors in story segmentation had

a detrimental impact on downstream processes.

2.3.3.2 Summarization of Meetings

In the domain of meetings, Waibel et al. (1998) implemented amodified version of

MMR applied to speech transcripts, presenting the user withthen best sentences in a

meeting browser interface. The browser contained several information streams for ef-

ficient meeting access, such as topic-tracking, speaker activity, audio/video recordings

and automatically-generated summaries. However, the authors did not research any

speech-specific information for summarization; this work was purely text summariza-

tion applied to speech transcripts.

Zechner (2002) investigated summarizing several genres ofspeech, including spon-

taneous meeting speech. Though relevance detection in his work relied largely ontf.idf

scores, Zechner also explored cross-speaker information linking and question/answer

detection, so that utterances could be extracted not only according to hightf.idf scores,

but also if they were linked to other informative utterances. This work also focused on

detecting disfluencies such as filled pauses, false starts and repairs in order to increase

summary readability and informativeness. Summarization Accuracy scores were re-

ported, ranging from 0.506 to 0.614 in the various dialogue corpora.

On the ICSI corpus, Galley (2006) used skip-chain Conditional Random Fields to

model pragmatic dependencies such as QUESTION-ANSWER between paired meet-

ing utterances, and used a combination of lexical, prosodic, structural and discourse

features to rank utterances by importance. The types of features used were classified

aslexical features, information retrieval features, acoustic features, structural and du-

rational featuresanddiscourse features. Galley found that while the most useful single

feature class waslexical features, a combination of acoustic, durational and structural
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features exhibited comparable performance according to Pyramid evaluation. Galley

reported ROUGE-2 scores in the range of 0.42-0.44 and Pyramid scores in the range

of 0.504-0.554.

Simpson and Gotoh (2005), also working with the ICSI meetingcorpus, investi-

gated speaker-independent prosodic features for meeting summarization. A problem

of working with features relying on absolute measurements of pitch and energy is

that these features vary greatly depending on the speaker and the meeting conditions,

and thus require normalization. The authors therefore investigated the usefulness of

speaker-independent features such as pauses, pitch and energy changes across pauses,

and pitch and energy changes across units. They found that pause durations and pitch

changes across units were the most consistent features across multiple speakers and

multiple meetings.

Liu et al. (2007) reported the results of a pilot study on the the effect of disflu-

encies on automatic speech summarization, using the ICSI corpus. They found that

the manual removal of disfluencies did not improve summarization performance ac-

cording to the ROUGE metric. Zhu and Penn (Zhu & Penn, 2006) showed how dis-

fluencies can be exploited for summarization purposes and found that non-lexicalized

filled-pauses were particularly effective for summarizingSWITCHBOARD speech.

ROUGE-1 scores range between 0.502 for 30% utterance-basedcompression to 0.628

for 10% compression.

In our own work on the ICSI corpus, Murray et al. (2005a, 2005b) compared text

summarization approaches with feature-based approaches incorporating prosodic fea-

tures, with human judges favoring the feature-based approaches. In subsequent work

(Murray et al., 2006), we began to look at additional speech-specific characteristics

such as speaker and discourse features. One significant finding of these papers was

that the ROUGE evaluation metric did not correlate well withhuman judgements on

the ICSI test data.

2.3.3.3 Summarization of Lectures

Hori et al. (2003) developed an integrated speech summarization approach, based on

finite state transducers, in which the recognition and summarization components are

composed into a single finite state transducer, reporting results on a lecture summa-

rization task. Summarization accuracy results (word accuracy between an automatic

summary and the most similar string from the referent summary word network) were

reported, with scores in the range of 25-40 for a 50% summarization ratio and 35-56
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for the 70% summarization ratio.

Also in the lectures domain, Fujii et al. (2007) attempted tolabel cue phrases and

use cue phrase features in order to supplement lexical and prosodic features in ex-

tractive summarization. They reported that the use of cue phrases for summarization

improved the summaries according to both f-scores and ROUGEscores.

Zhang et al. (2007) compared feature types for summarization across domains,

concentrating on lecture speech and broadcast news speech in Mandarin. They found

that acoustic and structural features are more important for broadcast news than for

the lecture task, and that the quality of broadcast news summaries is less dependent on

ASR performance.

2.3.3.4 Voicemail Summarization

The SCANMail system (Hirschberg et al., 2001) was developedto allow a user to

navigate their voicemail messages in a graphical user interface. The system incorpo-

rated information retrieval and information extraction components, allowing a user to

query the voicemail messages, and automatically extracting relevant information such

as phone numbers. Huang et al. (2001) and Jansche and Abney (2002) also described

techniques for extracting phone numbers from voicemails.

Koumpis and Renals (2005) investigated prosodic features for summarizing voice-

mail messages in order to send voicemail summaries to mobiledevices. They reported

that while the optimal feature subset for classification wasthe lexical subset, an ad-

vantage could be had by augmenting those lexical features with prosodic features,

especially pitch range and pause information.

2.3.4 Summarization Evaluation

Summarization evaluation techniques can generally be classified asintrinsic or extrin-

sic (Jones & Galliers, 1995). Intrinsic metrics evaluate the actual information content

of a summary, usually by comparing it either with gold-standard human summaries

or with the full document source. Extrinsic metrics, on the other hand, evaluate the

usefulness of the summary in performing a real-world task. Most summarization work

to date has relied much more heavily on intrinsic measures than extrinsic measures, for

the primary reason that such evaluations are more easily replicable and subsequently

more useful for development purposes. Here we consider the most widely used intrin-

sic summarization evaluation techniques to date, and we save a discussion of extrinsic
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approaches until Chapter 6 (page 93), where we place our own extrinsic evaluation in

the context of previous evaluations.

A definitive overview of summarization evaluation techniques is difficult if not im-

possible, as the summarization community has never agreed on an intrinsic evaluation

framework and researchers have tended to rely on their own in-house metrics. In re-

cent years, however, a suite of evaluation metrics under thename ROUGE has become

increasingly popular (Lin & Hovy, 2003). ROUGE in turn is a variation of BLEU (Pap-

ineni et al., 2001), a machine translation evaluation tool.BLEU is based on comparing

n-gram overlap between machine translations and multiple gold-standard human trans-

lations and is precision-based. ROUGE was developed essentially as a recall-based

version of BLEU, though the most recent versions of ROUGE calculate precision, re-

call and f-score. There are several metrics within the ROUGEsuite, but the most

widely used are ROUGE-2 and ROUGE-SU4, the former of which calculates bigram

overlap and the latter of which calculates skip bigram overlap with up to four interven-

ing terms. Lin (2004) provided evidence that these metrics correlate well with human

evaluations for several years’ worth of DUC data. Subsequent research has yielded

mixed results concerning ROUGE correlations with human evaluations (Dorr et al.,

2004; Murray et al., 2005b; Dorr et al., 2005; Murray et al., 2006), but ROUGE has

become an official metric of the Document Understanding Conference and is increas-

ingly relied upon by researchers, allowing them to directlycompare summarization

results on given datasets.

The creators of ROUGE have also developed the Basic Elementsevaluation suite

(Hovy et al., 2006), which attempts to remedy the drawbacks of relying on n-gram

units or sentence units for comparing machine summaries to reference summaries. In-

stead of relying on n-grams like ROUGE does, this evaluationframework uses units

called Basic Elements, which are defined in the most simple case as either heads of

major syntactic constituents (a single item) or relations between heads and dependents

(a triple of head, modifier, and relation). The advantage of Basic Elements is that it

features a deeper semantic analysis than simple n-gram evaluation, but the disadvan-

tage is that it relies on parsing and pruning, which can be very problematic for disfluent

speech data. Like ROUGE, Basic Elements is not a single evaluation metric. Rather

it consists of numerous modules relating to three evaluation steps ofbreaking, match-

ing andscoring, which correlate to locating the basic elements, matching similar basic

elements, and scoring the summaries, respectively.

The Pyramid method (Nenkova & Passonneau, 2004) uses variable-length sub-



Chapter 2. Automatic Summarization Literature Review 21

sentential units for comparing machine summaries to human model summaries. These

semantic content units(SCUs) are derived by having human annotators analyze mul-

tiple model summaries for units of meaning, with each SCU being associated with a

weight relating to how many model summaries it occurs in. These varying weights

lend the model the pyramid structure, with a small number of SCUs occurring in many

model summaries and most SCUs appearing in only a few model summaries. Machine

summaries are then annotated for SCUs as well and can be scored based on the sum of

SCU weights compared with the sum of SCU weights for an optimal summary. Using

the SCU annotation, one can calculate both recall-based andprecision-based summary

scores. The advantage of the Pyramid method is that it uses content units of variable

length and weights them by important according to occurrence in model summaries,

but the disadvantage is that the scheme requires a great dealof human annotation.

Pyramids were used as part of the DUC 2005 evaluation, with numerous institutions

taking part in the peer annotation step, and while the submitted peer annotations re-

quired a substantial amount of corrections, Nenkova et al. (2007) reported acceptable

levels for inter-annotator agreement. Galley (2006) introduced a matching constraint

for the Pyramid method, namely that when comparing machine extracts to model ex-

tracts, SCUs are only considered to match if they originate from the same sentence in

the transcript. This was done to account for the fact that sentences might be super-

ficially similar in each having a particular SCU but nevertheless have much different

overall meanings.

Work on factoid-based evaluation by Teufel and van Halteren (2004) is similar to

the Pyramid method, except that factoids are atomic units whereas SCUs are of vari-

able length and can be quite long. Additionally, factoid weights can be determined by

features beyond frequency, such as document position. The sentence “Police have ar-

rested a white Dutch man” is represented by the following factoids provided by Teufel

and Van Halteren:

• A suspect was arrested.

• The police did the arresting.

• The suspect is white.

• The suspect is Dutch.

• The suspect is male.
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The inter-annotator agreement for factoid annotation on news-wire data was quite

high according to the kappa value, at around 0.86.

There has also been knowledge transfer between the question-answer (QA) and

summarization domains in recent years. In the TREC QA track (Voorhees, 2004),

non-factoid questions, i.e. questions that require lengthier responses, are evaluated us-

ing information nuggets, which are automatic information units that are consideredby

an assessor to be relevant to the information need. Interestingly, the actual system re-

sponses are used by the assessor in identifying the information nuggets. These nuggets

are identified as vital or non-vital, and systems are scored with nugget precision and

nugget recall, deriving an overall f-score. Nenkova et al. (2007) discussed how nuggets

and pyramids might be used together, and additional ideas for knowledge transfer be-

tween these domains was provided by Lin and Demner-Fushman (2005, 2006).

The weighted precision metric (Murray et al., 2006) can be seen as being anal-

ogous to the Pyramid method, but with dialogue acts as the SCUs. This evaluation

metric relies on human gold-standard abstracts, multiple human extracts, and links

between the abstracts and extracts. The annotations and theevaluation scheme are de-

scribed in detail in Chapter 3 (page 25), with the scheme extended from the original

weighted precision to weighted precision/recall/f-score. The advantage of the scheme

is that once the model annotations have been completed, new machine summaries can

easily and quickly be evaluated, but the disadvantage is that it is limited to evaluating

extractive summaries and works only at the dialogue act level.

Radev and Tam (2003) proposed a somewhat similar evaluationmethod to weighted

precision for extractive summarization,relative utility. Human annotators are asked to

rate each document sentence on a scale of 1 to 10, with 10 beingthe maximum score

for meriting inclusion in the summary. Machine extracts arethen evaluated according

to how well the extracted sentences score according to the human judges, normalized

by the maximum achievable score for the given summary length. Redundancy infor-

mation is also explicitly marked, so that the inclusion of one sentence might penalize

the presence of another. The advantage of this approach oversimple precision and re-

call is that in the latter case, human sentence selection canbe dependent on summary

length (Jing et al., 1998; Mani, 2001b) and one sentence might be selected while a very

similar sentence is not, whereas with relative utility all sentences are scored for extract-

worthiness and the metric can be easily applied to summariesof various lengths. The

disadvantage is basically the same as with weighted precision, that the method is only

applicable to extractive summaries and does not operate at alevel of fine granularity.
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Zechner and Waibel (2000) introduced an evaluation metric specifically for speech

summarization,summarization accuracy. The general intuition is that an evaluation

method for such summaries should take into account the relevance of the units ex-

tracted as well as the recognition errors for the words whichcomprise the extracted

units. Annotators are given a topic-segmented transcript and told to select the most

relevant phrases in each topic. For summaries of recognizeroutput, the words of the

ASR transcripts are aligned with the words of the manual transcripts. Each word has

a relevance score equal to the average number of times it appears in the annotators’

most relevant phrases. Given two candidate sentences, sentence 1 might be superior to

sentence 2 when summarizing manual transcripts if it contains more relevant words,

but if sentence 1 has a higher WER than sentence 2 it may be a worse candidate for

inclusion in a summary of the ASR transcript. Summaries withhigh relevance and low

WER will thereby rate more highly.

The challenge with evaluating summaries intrinsically is that there is not normally a

single best summary for a given source document. Given the same input, human judges

will often exhibit low agreement in the units they select (Mani et al., 1999; Mani,

2001b). In early work on automatic text summarization, Rathet al. (1961) showed

that even a single judge who summarizes a document once and then summarizes it

again several weeks later will often create two very different summaries (In that spe-

cific case, judges could only remember which sentences they had previously selected

42.5% of the time). With many annotation tasks, such as dialogue act labeling for ex-

ample, one can expect high inter-annotator agreement, but summarization annotation

is clearly a more difficult task. As Mani et al. (1999) pointedout, there are similar

problems regarding the evaluation of other NLP technologies that may have more than

one acceptable output, such as natural language generationand machine translation.

The metrics described above have various ways of addressingthis challenge, relying

generally on multiple references. With ROUGE, n-gram overlap between a machine

summary and multiple human references is calculated, and itis assumed that a good

machine summary will contain certain elements of each reference. With pyramids, the

SCUs are weighted based on how many summaries they occur in, and with weighted f-

score, we rely on multiple annotators’ links between extracts and abstracts. Teufel and

van Halteren (2004) and Nenkova et al. (2007) discussed the issue of how many refer-

ences are needed to create reliable scores, but the crucial point is that there is no such

thing as a single best summary and multiple gold-standard reference summaries are

desirable. As Galley (2006) observed, the challenge is not low inter-annotator agree-
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ment itself but in using evaluation metrics that account forthe diversity in reference

summaries.

These are only a few of the evaluation metrics used in recent years, and each has

advantages and disadvantages. What metrics like ROUGE, weighted precision, rela-

tive utility and summarization accuracy have in common is that there is an initial stage

of manually creating model summaries, and subsequently newmachine summaries

can be quickly and automatically evaluated. In contrast, Pyramids, nuggets and fac-

toids require additional manual annotation of machine summaries. On the other hand,

these latter evaluation schemes operate at a more meaningful level of granularity com-

pared to using n-grams or entire sentences. What all these schemes have in common

is replicability, being able to reproduce the results once the relevant annotations have

been done, which is not feasible when simply enlisting humanjudges to conduct sub-

jective evaluations of summary informativeness or quality. Such human evaluations

are very useful for periodic large-scale evaluation of summarization systems, however,

and crucial for ensuring that automatic or semi-automatic metrics correlate with human

judgements or real-world utility.

2.4 Further References

For further overviews of text summarization research and directions, see Mani (2001a),

Jones (1999) and Endres-Niggemeyer (1998).



Chapter 3

Meeting Corpora and Experimental

Design

The summarization experiments described herein are carried out on spontaneous multi-

party spoken dialogues, or meeting speech. This is a particularly interesting speech

domain because of the naturalness of the speech and the challenges presented by dis-

fluent, overlapping dialogues. Domains such as broadcast news and lectures are popu-

lar among the summarization and information extraction communities, but represent a

middle ground between text and speech data, as there is oftena prepared and read as-

pect to the speech. Purely spontaneous speech can be dramatically different in terms of

fluency, prosody and information density when compared withthese other speech do-

mains. This presents many challenges for automated analysis, from automatic speech

recognition to automatic extraction of informative dialogue acts, the focus of this work.

By working in this domain, we hope to discover the correlatesof informativeness for

speech in unscripted, natural settings.

We use two corpora for our experiments, the AMI and ICSI meeting corpora, de-

scribed in detail below.

3.1 AMI Corpus

The AMI corpus consists of∼100 hours of recorded and annotated meetings, divided

into scenarioandnon-scenariomeetings. In the scenario meetings, four participants

take part in each meeting and play roles within a fictional company. The scenario given

to them is that they are part of a company called Real Reactions, which designs remote

controls. Their assignment is to design and market a new remote control, and the

25
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members play the roles of project manager (the meeting leader), industrial designer,

user-interface designer, and marketing expert. Through a series of four meetings, the

team must bring the product from inception to market.

The first meeting of each series is the kick-off meeting, where participants intro-

duce themselves and become acquainted with the task. The second meeting is the

functional design meeting, in which the team discusses the user requirements and de-

termines the functionality and working design of the remote. The third meeting is the

conceptual design of the remote, wherein the team determines the conceptual specifi-

cation, the user interface, and the materials to be used. In the fourth and final meeting,

the team determines the detailed design and evaluate their result.

The participants are given real-time information from the company during the

meetings, such as information about user preferences and design studies, as well as

updates about the time remaining in each meeting. While the scenario given to them

is artificial, the speech and the actions are completely spontaneous and natural. There

are 138 meetings of this type in total. The length of an individual meeting ranges from

∼15 to 45 minutes, depending on which meeting in the series it is and how quickly the

group is working.

The non-scenario meetings are meetings that occur regularly and would have been

held regardless of the AMI data collection, and so the meetings feature a variety of

topics discussed and a variable number of participants. Forthe experiments described

in this thesis, we use only the scenario meetings from the AMIcorpus.

The meetings were recorded at three locations: Edinburgh, TNO, and IDIAP. The

participants consist of both native and non-native Englishspeakers, and many of them

are students.

The AMI corpus is freely available1 and contains numerous annotations for a vari-

ety of multi-modal phenomena.

3.2 ICSI Corpus

The second corpus used herein is the ICSI meeting corpus (Janin et al., 2003), a corpus

of 75 natural, i.e. non-scenario, meetings, approximatelyone hour each in length. As

with the AMI non-scenario set, these are meetings that wouldhave been held anyway

and feature a variable number of participants. Because manyof the meetings in the

corpus are gatherings of ICSI researchers themselves, the topics tend to be specialized

1http://corpus.amiproject.org/
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and technical, e.g. discussions of speech and language technology. The average length

of an ICSI meeting is greater than the average AMI non-scenario meeting.

Like the AMI corpus, the ICSI corpus meetings feature both native and non-native

English speakers. All meetings in the corpus were recorded at ICSI in Berkeley, Cali-

fornia. Unlike the AMI scenario meetings and similar to the AMI non-scenario meet-

ings, there are varying numbers of participants across meetings in the ICSI corpus,

with an average of six but sometimes as many as ten per meeting.

Unlike the AMI corpus, which is multi-modal and contains a variety of informa-

tion such as slides, whiteboard events and participant notes, the ICSI corpus consists

entirely of speech and relevant annotations.

3.3 Human Annotation

This section gives an overview of the sets of manual annotation that are used through-

out the experiments described in this thesis.

3.3.1 Dialogue Act Annotation

As described in the introduction, we are engaged here in the task ofextractivesumma-

rization, wherein we classify certain segments from the source document as summary-

worthy and reject the others, concatenating the chosen units into a single compressed

document. Whereas the unit of extraction for text summarization might be a sen-

tence, the unit of extraction for this spontaneous speech data is thedialogue act. In

these meetings, as with other spontaneous speech corpora, people tend not to speak

in complete and grammatical sentences, and so we instead segment the speech stream

according to speaker intentions. Each dialogue act segmentroughly corresponds to

a single speaker intention. A dialogue act can contain more than one sentence-type

unit or less than a whole sentence-type unit, since the segmentation is based primarily

on intention rather than grammatical considerations. Annotators also label each dia-

logue act segment with a type, such as “back-channel,” “inform,” and “suggest,” but for

these experiments we use only the segmental information anddisregard the dialogue

act type.

Though we primarily use hand-segmented dialogue acts as thesummarization units,

in Chapter 8 (page 165) we explore the impact of using a much simpler pause-based

spurt segmentation in lieu of dialogue act segmentation andsurvey the impact of this
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simplified segmentation on the summarization task. Also on the AMI and AMIDA

projects, Dielmann and Renals (2007) have researched automatic segmentation and

labelling of dialogue acts for the AMI corpus.

3.3.2 Summarization Annotation

For both the AMI and ICSI corpora, annotators were asked to write abstractive sum-

maries of each meeting and to extract the meeting dialogue acts that best convey or

support the information in the abstractive summary.

Annotators used a graphical user interface (GUI) to browse each individual meet-

ing, allowing them to view previous human annotations comprised of an orthographic

transcription synchronized to the meeting audio, and topicsegmentation. Some of

these summarization annotators had previously taken part in the topic segmentation

annotation while others were unfamiliar with the data. The annotators were first asked

to build a textual summary of the meeting aimed at an interested third-party, using four

headings for the summary. For the ICSI meetings, the four headings are:

• general abstract: “why are they meeting and what do they talkabout?”;

• decisions made by the group;

• progress and achievements;

• problems described

For the AMI meetings, the summary sections were slightly different:

• general abstract;

• decisions;

• actions;

• problems;

The maximum length for each summary section is 200 words, andwhile it was

mandatory that each general abstract section contained text, it was permitted that for

some meetings the other three sections could be null; for example, some meetings

might not involve any decisions being made. Annotators who were unfamiliar with the
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data were encouraged to listen to a meeting in its entirety before beginning to compose

the summary.

After authoring the abstractive summary, annotators were then asked to create an

extractive summary, using a second GUI. With this GUI they were able to view their

textual summary and the orthographic transcription, with the topic segments removed

and with one dialogue act per line based on the pre-existing MRDA coding (Shriberg

et al., 2004). They viewed only the dialogue act segments without the dialogue act

type labels. They were told to extract the dialogue acts thattogether could best convey

the information in the abstractive summary and could be usedto support the correct-

ness of the abstract. They were not given any specific instructions about the number

or percentage of dialogue acts to extract, nor any instructions about extracting redun-

dant dialogue acts. They were then required to do a second pass annotation, wherein

for each extracted dialogue act they chose the abstract sentences supported by that

dialogue act. The result is a many-to-many mapping between abstract sentences and

extracted dialogue acts, i.e. an abstract sentence can be linked to more than one di-

alogue act and vice-verse. Although the expectation was that each abstract sentence

would be linked to at least one extracted dialogue act and each extracted dialogue act

linked to at least one abstract sentence, annotators were permitted to leave abstract

sentences and dialogue acts standing alone in some circumstances. However, for train-

ing our statistical models in Chapters 5, 6 and 7, only dialogue acts that are linked to

abstract sentences are considered to be members of the positive class. This is done to

maximize the likelihood that a data point labelled as “extractive” is truly an informa-

tive example for training purposes; on average, fewer than 10% of the dialogue acts

extracted by an annotator remain unlinked. Note that in thisresearch the number of

dialogue act links is used only for evaluation purposes. Fortraining our binary clas-

sifiers, we simply consider a dialogue act to be a positive example if it is linked to a

given human summary, and a negative example otherwise. Future work could look at

incorporating the link counts in a linear regression model.

For the test set meetings in each corpus, we also had multipleannotators write

abstracts of the meetings so that we have multiple gold-standard summaries for evalu-

ation purposes. For each AMI test set meeting, there are two human-authored abstract

summaries. For each ICSI test set meeting, there are either four or five human-authored

abstract summaries.
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3.3.2.1 Annotator Agreement

To gauge inter-annotator agreement on the extractive coding, we can utilize the kappa

statistic (Carletta, 1996). The kappa statistic is a way of evaluating how closely two

annotators agree with each other on an annotation task. The statistic is derived by

calculating

κ = (Observed Agreement - Chance Agreement) / (1 - Chance Agreement)

For each meeting in the corpus, the kappa value for each annotator pair is calculated

and these values are averaged to derive a single kappa value for that meeting. These

averages are then summed and averaged over the corpus to derive an average kappa

statistic for the corpus.

For the ICSI test set, the average kappa value is 0.35. For theAMI test set, the

average kappa value is 0.48. Both scores are somewhat low, but as discussed in Chap-

ter 2 (page 19), it is not unusual to have low annotator agreement for summarization

annotation as there is normally no single best summary for a given document. We

also find that the AMI test set agreement is considerably higher than the ICSI test set

agreement, reflecting the difficulty in annotating the less structured ICSI meetings.

Whereas the ICSI corpus only has multiple extractive codings for the test set, we

have multiple extractive codings for the entirety of the AMIscenario meetings. The

annotator agreement for the entire AMI corpus is 0.45, slightly lower than for the test

set alone.

3.4 Automatic Speech Recognition

For the experiments described in this thesis, we make extensive use of automatic

speech recognition (ASR) for the two meeting corpora. This ASR output was pro-

vided by the AMI-ASR team (Hain et al., 2007). The AMI automatic transcription

system uses the standard framework of hidden Markov model (HMM) acoustic mod-

elling and n-gram language models, in this case tri-grams. To achieve fair recognition

output, the corpus is divided into five parts, employing a leave-one-out procedure of

training the language and acoustic models on four portions of the data and testing on

the fifth, rotating to obtain recognition results for the entire corpus (for the ICSI data

this is four parts rather than five).

The microphones used for this speech recognition output areindividual headset

microphones. The AMI ASR system features components for crosstalk suppression
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and automatic segmentation using a multi-layer perceptron(MLP).

The WER for the ICSI corpus is 29.5% and the WER for the AMI corpus is 38.9%.

There are multiple versions of ASR available in AMI corpus and the version used here

is labelledASRAS CTM v2.0 feb07in the corpus, and is distinct from the other avail-

able versions of the ASR in that it features automatic segmentation. This system also

incorporates Vocal Tract Length Normalization (VTLN) and Maximum Likelihood

Linear Regression (MLLR) adaptation.

3.5 Experimental Overview

This section provides a description of the experimental setup for this set of summa-

rization experiments.

3.5.1 Training, Development and Test Sets

For the experiments on the AMI data, the corpus was divided into three portions: train-

ing, development, and test data. All the AMI meetings used were taken from the sce-

nario portion of the corpus. The training data consists of 92meetings, the development

set contains 24 meetings, and the test set is comprised of 20 meetings, or five meet-

ing series. The test set consists of meetings recorded at multiple AMI facilities: eight

recorded in Edinburgh, four recorded at IDIAP, and eight recorded at TNO.

The ICSI training set consists of 69 meetings and the test setis comprised of 6

meetings.

3.5.2 Extractive Classifiers

For the supervised classification experiments described inChapters 5 and 7, the classi-

fier used is theliblinear logistic regression classifier2. This classifier type is useful and

efficient for binary classification tasks and for training onlarge datasets. The logistic

regression probability model is given by

P(y = ±1|x) =
1

1+exp(−y(a+bx))

wherex represents the data,a andb are weights estimated by maximum likeli-

hood, andy is the class label. Theliblinear toolkit incorporates simple feature subset

2http://www.csie.ntu.edu.tw/ cjlin/liblinear/
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selection based on calculating thef statistic for each feature and performing cross-

validation with subsets of various sizes, comparing the resultant balanced accuracy

scores. Thef statistic for each feature is calculated inliblinear by the formula

F(i) ≡
(x̄(+)

i − x̄i)
2+(x̄(−)

i − x̄i)
2

1
n+−1 ∑n+

k=1(x
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wheren+ andn− are the number of positive instances and negative instances, re-

spectively, ¯xi , x̄(+)
i , andx̄(−)

i are the means of theith feature for the whole, positive and

negative data instances, respectively,x(+)
k,i is theith feature of thekth positive instance,

andx(−)
k,i is theith feature of thekth negative instance (Chen & Lin, 2006).

In preliminary work we used an SVM classifier with an RBF kernel, trained on the

same data and using the same feature sets, and this was the classifier used to create the

summaries described in Chapter 6, the extrinsic evaluationdiscussion. However, there

was not a noticeable performance difference between using SVMs and logistic regres-

sion classifiers, and the latter classifier is much faster to train, so we ultimately chose

the logistic regression classifier for the bulk of our experiments in order to expedite

development. Chapter 6 represents the only use of SVMs in this thesis.

3.5.3 Compression Level

For each summarization system presented in Chapters 4, 5 and7, we create sum-

maries with a length of 700 words each. This length is chosen so that the summaries

could hypothetically satisfy two use cases: they are brief enough to be read by a time-

constrained user, much as an abstractive summary might be quickly reviewed, but long

enough to serve as indices into the most important points of the meeting records. This

short summary length also necessitates a high level of precision since we extract rela-

tively few dialogue acts. For the decision audit task described in Chapter 6, the sum-

maries of the four relevant meetings are of a length approximating the length of the

manual extracts for each of those meetings. This is done because the gold-standard

human abstract condition in that experiment contains linksto the human-extracted di-

alogue acts in the transcript, and we want extractive coverage to be comparable.

Further research is needed to determine the optimal compression levels for summa-

rization of such data. Most systems to date extract units until reaching a limit defined

by a preset percentage of sentences, preset percentage of words or a preset word-count,

the latter being the method used herein. All methods seem to have their disadvantages.

For example, when humans create extractive summaries of meetings, longer meetings
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do yield longer summaries in general, but the word-count percentage actually decreases

as the meetings get longer. That is, the word-count for the summary of a short meeting

will tend to represent a much higher percentage of the total meeting word-count than

will the summary of a very long meeting.

In any case, for our most in-depth analyses of the systems, weextrapolate away

from any specific compression ratio or posterior probability threshold by evaluating

the receiver operator characteristic (ROC) curves and the areas under the curve (AU-

ROC) for the various classifiers including feature-subset classifiers. This allows us to

evaluate how well the summarization systems discern true positives and false positives,

regardless of summary length.

3.5.4 Evaluation

This section describes the summarization evaluation schemes used throughout these

experiments. We first introduce and provide details for two intrinsic evaluation metrics,

and subsequently motivate an extrinsic evaluation that is described in detail in Chapter

6.

3.5.4.1 Weighted Precision, Recall and F-Score

In previous work (Murray et al., 2006) we introduced the weighted precision evalua-

tion. Here we extend that analysis to weighted precision, recall and f-score. While

evaluation metrics such as ROUGE, which work at the word or n-gram level, are

primarily or originally recall measures, we have previously assumed that when per-

forming a weighted evaluation at the dialogue act level,precisionis more informative,

particularly when the summaries are moderately or severelyshort. However, we derive

the f-score here for completeness and present that as the central evaluation metric of

interest.

To calculate weighted precision, we count the number of times that each extractive

summary dialogue act was linked by each annotator, averaging these scores to get a

single dialogue act score, then averaging all of the dialogue acts scores in the summary

to get the weighted precision score for the entire summary. To calculate weighted

recall, the total number of links in our extractive summary is divided by the total num-

ber of links to the abstract as a whole. A difference between weighted precision and

weighted recall is that weighted recall has a maximum score of 1, in the case that all

linked dialogue acts are included in the extractive summary, whereas there is no the-
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oretical maximum for weighted precision since annotators were able to link a given

dialogue act as many times as they saw fit.

More formally, both weighted precision and recall share thesame numerator

num=
M

∑
i=1

N

∑
j=1

L(si ,a j)

whereL(si ,a j) is the number of links for a dialogue actsi in the machine extractive

summary according to annotatorai , M is the number of dialogue acts in the machine

summary, andN is the number of annotators.

Weighted precision is equal to

precision=
num
N ·M

Weighted recall is given by

recall =
num

∑O
i=1 ∑N

j=1L(si ,a j)

where O is the total number of dialogue acts in the meeting, N is the number of annota-

tors, and the denominator represents the total number of links made between dialogue

acts and abstract sentences by all annotators.

The f-score is calculated as the harmonic mean of precision and recall:

(2∗ precison∗ recall)/(precision+ recall)

In general, these weighted metrics are based on the assumption that dialogue acts

that are linked multiple times by multiple annotators are more informative and should

be weighted more highly when included in a summary.

3.5.4.2 ROUGE

In Chapter 2 (page 19) we describe the ROUGE intrinsic evaluation metric. In previous

experiments (Murray et al., 2005b, 2006) we found that the ROUGE metrics did not

correlate well with subjective human judgements of summaries of the ICSI meeting test

set, and so ROUGE is not used as the primary evaluation in these further experiments

since we can rely on the human extractive gold-standards using the weighted f-score

scheme described above. However, the disadvantage of weighted precision, recall and

f-score and a potential advantage of ROUGE is that the formeris restricted to the

evaluation of extractive summaries whereas ROUGE can be used to compare any type
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of automatic summary with human reference summaries, sinceit works at the n-gram

level rather than the dialogue act level.

Though the research in this thesis mostly relies on weightedprecision/recall/f-score

for evaluation purposes, we do utilize ROUGE as an evaluation metric in Chapters 7

and 8 in addition to weighted f-score. In those instances, werely on the ROUGE-2 and

ROUGE-SU4 metrics, which calculate bigram overlap and skipbigram overlap with

up to four intervening words, respectively.

3.5.4.3 Extrinsic Evaluation

In Chapter 2 (page 19) we describe the difference between extrinsic and intrinsic ap-

proaches to summarization evaluation. This thesis argues that truly robust summariza-

tion evaluation will incorporate extrinsic measures in addition to intrinsic measures.

While intrinsic evaluation metrics are indispensable for development purposes and can

be easily replicated, they ideally need to be chosen based onwhether or not they are

good predictors for extrinsic usefulness, e.g. whether they correlate to a measure of

real-world usefulness. Evaluating according to human gold-standard annotations is

sensible, but ultimately all summarization work is done forthe purpose of facilitating

some task and should be evaluated in that context. As Sparck-Jones has said, “it is

impossible to evaluate summaries properly without knowingwhat they are for” (Jones,

1999). Ideally, even evaluation measures that compare a summary with a full source

document or a model summary would do so with regards to use constraints. Here we

directly evaluate the utility of the summaries for a particular use case by measuring

their impact on satisfying a typical information need relating to that use case.

Specifically, our incorporation of extrinsic measures in this thesis is related to our

domain of speech summarization and to the predicted use cases of the meeting sum-

maries generated. The summaries are meant to be used in the context of a meeting

browser, aiding a time-restricted user who needs to quicklyreview meeting content for

use cases such as preparing for a subsequent meeting or plumbing corporate memory.

In these cases, it is not sufficient merely to know that our automatically generated sum-

maries are to some degree similar to manually drafted summaries, as the documents

are not intended to be stand-alone documents. Rather, they are included in a meeting

browser as a navigational tool. For example, a user of the meeting browser can first

read the extractive summary in its entirety and then navigate the entire transcript and

audio/video record by clicking on summary dialogue acts as an index into the record.

It is crucial, therefore, to know just how good extractive summaries are as navigational
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tools for such purposes. Figure 3.1 illustrates the relationship between an extractive

summary and the overall meeting record. Ultimately summarization may be merely

one component of a multi-media meeting browser, but here we want to isolate the im-

pact of summarization compared with other possible components or configurations.

We are interested in how well we meet the needs of a particularuse-case when each

individual information component is featured.

Figure 3.1: Summaries as Navigation Aids

Another way of motivating such an extrinsic evaluation for our purposes, and plac-

ing it in relation to intrinsic evaluations, is that our intrinsic evaluations tell us how

multiple extraction techniques compare to one another, while the extrinsic evaluation

tells us how useful the extrinsic paradigm is as a whole. It isof little use to say that

our extractive summaries are very good compared with gold standard human extracts

if they are not useful as navigational tools in a meeting browser. It may be the case that

we can successfully locate informative dialogue acts in a meeting, but that users find

it very difficult to read sentences that have been removed from their original contexts

and concatenated together, or that the ASR errors make reading comprehension a great

challenge. We therefore emphasize the importance of the real-world application of our

data. Of course, the decision audit task could be set up in such a way that it compares

multiple approaches to extractive summarization with one another, but here we more
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generally evaluate how useful extractive summarization isfor the particular use-case.

Chapter 6 (page 93) describes our large-scale extrinsic evaluation for automatic

summarization. The particular form of the evaluation is adecision audittask, wherein

a user must review several archived meetings in order to satisfy a complex information

need. The task is described in detail and placed in the context of previous extrinsic

evaluations.

3.6 Conclusion

This chapter has served to provide a description of the corpora used and the general

experimental overview. The individual chapters supply further experimental details

where appropriate.



Chapter 4

Keywords and Cuewords

This chapter examines the use of keywords and cuewords in speech summarization. In

the first section we survey established term weighting methods, discuss our implemen-

tations of several state-of-the-art term weighting techniques in a simple summariza-

tion system, and introduce two novel term weighting methodsfor spontaneous spoken

dialogues. The second section examines the usefulness of cuewords for speech sum-

marization. The difference in keywords and cuewords is thatthe latter are somehow

specific to a given document and to the topics within the document, and are therefore

useful for distinguishing documents, whereas cuewords aremore generally indicative

of informative areas of a document and are not necessarily specific to a document at

hand. The latter are more common words that could signal informativeness across a

variety of documents and topics.

4.1 Term Weighting

In this section we explore a variety of term weighting techniques for spontaneous

speech data in the meetings domain. In term weighting, we assign scores to each word

in a document so that the most informative end up with the highest scores and less in-

formative words and function words have scores at or near zero. Several such weight-

ing schemes are discussed below, including two novel techniques intended specifi-

cally for multi-party spoken dialogues. Choosing and implementing a term weighting

method is often the first step in building an automatic summarization system. Though

the unit of extraction may be the sentence or the dialogue act, those units are normally

weighted by the importance of their constituent words. Popular text summarization

techniques such as Maximal Marginal Relevance (MMR) and Latent Semantic Analy-

38



Chapter 4. Keywords and Cuewords 39

sis (LSA) begin by representing sentences as vectors of termweights. There is a wide

variety of term weighting schemes available, from simple binary weights of word pres-

ence/absence to more complex weighting schemes such astf.idf andtf.ridf. Several of

these are described in the following section.

A central question of this section is whether term-weighting techniques developed

for information retrieval (IR) and summarization tasks on text are well-suited for our

domain of multi-party spontaneous spoken dialogues, or whether the patterns of word

usage in such dialogues can be exploited in order to yield superior term-weighting for

our task. To this end, we devise and implement two novel term-weighting approaches

for multi-party speech, based on features such as differingword frequencies among

speakers in a meeting and the relationship between keywordsand meeting structure.

These metrics are compared with 4 popular term-weighting schemes -idf, tf.idf, ridf

andGain - and the metrics are evaluated via an extractive summarization task on both

AMI and ICSI corpora.

4.1.1 Previous Term Weighting Work

Term weighting methods form an essential part of most IR systems. Terms that char-

acterize a given document well and discriminate the document from the remainder of

the document collection should be weighted highly (Salton &Buckley, 1988). The

most popular term weighting schemes have therefore combined collection frequency

metrics withterm frequencymetrics.

The most common method of calculating collection frequencyis called theinverse

document frequency(IDF) (Jones, 1972). The IDF for termt is given by

IDF (t) = logD− logD(t)

or equivalently,

IDF (t) = − log(
D(t)
D

)

whereD is the total number of documents in the collection andD(t) is the number of

documents containing the termt. A term will therefore have a high IDF score if it only

occurs in a few documents in the document collection.

For theterm frequencycomponent, the simplest method is a binary term weight: 0

if the term is not present and 1 if it is. More commonly, the number of term occurrences

in the document is used. Thus the term frequency TF is given by
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TF(t,d) =
N(t)

∑T
k=1N(k)

whereN(t) is the number of times the termt occurs in the given document and∑T
k=1 Nk

is the total word count for the document, thereby normalizing the term count by docu-

ment length.

The classic method for combining these components is simplytf.idf (Rijsbergen,

1979; Salton & Buckley, 1988), wherein a term is scored highly if it occurs many times

within a given document but rarely across the set of all documents, by multiplying

TF and IDF. This term weighting schemetf.idf increases our ability to discriminate

between the documents in the collection. While there are variants to the TF and IDF

components given above (Salton & Buckley, 1988), the motivating intuitions are the

same. Another example of combining these three types of data(collection frequency,

term frequency and document length) is given by Robertson and Jones (1994) and is

called the Combined Weight. For a termt and documentd, the Combined Weight is

described as:

CW(t,d) =
IDF (t) ·TF(t,d) · (K +1)

K · ((1−b)+(b · (NDL(d))))+TF(t,d)

whereK is a tuning constant regulating the impact of term frequency, b is a tuning con-

stant regulating the impact of document length, andNDL is the normalized document

length.

When a queryq is given to a documentd, the document can be scored for query

relevance using the so-called Okapi BM25 score (Robertson et al., 1998),

BM25(d,q) =
n

∑
i=1

CW(qi ,d)

whereq1...qn are the query terms. This scoring method has been the most reliable

text retrieval term-weighting scheme in the TREC conferences (Robertson et al., 1998;

Jones et al., 2000; Craswell et al., 2005).

When relevance information is available, i.e. a subset of documents has been de-

termined to be relevant to a user query, additional proven metrics are available for term

relevance weighting and/or query expansion (Robertson & Jones, 1994). One example

is the RSJ metric given in (Robertson & Jones, 1976):

RSJ(t,q) = log

( r
R−r

)

(

n−r
N−n−R+r

)
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where R is the number of documents known to be relevant to the queryq andr is the

number of relevant documents containing termt. The following variation is sometimes

used instead, partly to avoid infinite weights under certainconditions:

RW(t,q) = log(
((r +0.5)(N−n−R+ r +0.5))

((n− r +0.5)(R− r +0.5))

In practice, however, there is little or no relevance information available when doing

term weighting. Work by Croft and Harper (1979) has shown that IDF is an approxi-

mation of the RSJ relevance weighting scheme when complete relevance information

is unavailable. Robertson (Robertson, 2004) further discusses the relationship between

IDF and relevance weighting and places the IDF scheme on strong theoretical ground.

One extension ofidf calledridf (Church & Gale, 1995) has proven effective for

automatic summarization (Orasan et al., 2007) and named entity recognition (Rennie

& Jaakkola, 2005). Inridf, the usual IDF component is substituted by the difference

between the IDF of a term and its expected IDF according to thePoisson model.ridf

can be calculated by the formula

expIDF(t) = − log(1−e(− ft/D))

ridf(t) = IDF (t)−expIDF(t)

where ft is the frequency of the word across all documents D in the document collec-

tion. Church and Gale (1995) give the example of the words “boycott” and “some-

what”, which have similar IDF scores for a corpus of Associated Press articles. Out of

more than 85,000 documents, “boycott” occurs in 676 and “somewhat” occurs in 979,

resulting in IDF scores of 7.0 and 6.4. Given the frequency of“somewhat”, it would

be expected to occur in 1007 documents according to chance asmodelled by the Pois-

son, a number only slightly higher than the actual number of documents. In contrast,

“boycott” is expected to occur in 1003 documents given its frequency, a number much

higher than the 676 documents it actually occurs in. The distribution of the two words

among documents is much different, as keywords will tend to cluster into a smaller

number of documents. This divergence between expectation according to the Poisson

and the actual number of documents indexed by the term can be used to adjust the IDF

score. The authors also show that the mid-frequency terms tend to have the largest

divergence from expectation.

Papineni (2001) also provides an extension to IDF. The author argues that the IDF

of a word is not synonymous with theimportanceof a word, but is rather an optimal
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weight for document self-retrieval; they are ideal weightsfor measuring document

similarity, but not necessarily indicative of term importance. Papineni proposes a term-

weighting metricGain which is meant to measure importance or information gain of

the term in the document:

Gain(t) =
D(t)
D

(
D(t)
D

−1− log
D(t)
D

)

Very common and very rare words have low gain; this is in contrast with IDF,

which will tend to give high scores to uncommon words. For example, if our document

collection consists of 100 documents, a term that occurs in 2documents has a Gain

score of 0.059, a term that occurs in 20 documents has a score of 0.162, and a term that

occurs in 80 documents has a score of 0.019. As mentioned above, ridf also favors

medium-frequency words (Orasan et al., 2007). As Papineni (2001) points out, the

effective performance of metrics such asridf andGain seems to corroborate Luhn’s

observation that medium-frequency words have the optimal “resolving power” (Salton

& McGill, 1983).

Mori (2002) introduce a term weighting metric for automaticsummarization called

Information Gain Ratio (IGR). The underlying idea of IGR is that documents are clus-

tered according to similarity, and further grouped into sub-clusters. If the information

gain of a word increases after clusters are partitioned intosub-groups, then it can be

said that the word contributes to that sub-cluster and should thus be rated highly.

Finally, Song et al. (2004) introduce a term weighting scheme for automatic sum-

marization that is based on lexical chains. Building lexical chains in the manner of

Barzilay and Elhadad (1997), they weight chains according to how many word rela-

tions are in the chain, and weight each word in a chain according to how connected it is

in the chain. On DUC 2001 data, they reported outperformingtf andtf.idf weighting

schemes.

4.1.2 Term Weighting for Multi-Party Spoken Dialogue

This section describes two approaches towards designing a term-weighting scheme

specifically for spontaneous multi-party spoken dialogues.

4.1.2.1 The su.idf metric

A common theme of most of the term-weighting metrics described in the previous

section is that the distribution of words across a collection of documents is key to de-

termining an ideal weight for the words. In general, words that are unique to a given
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document or cluster of documents should be weighted more highly than words that oc-

cur evenly throughout the entire document collection. For example,tf.idf scores words

highly if they occur many times in the relevant document but rarely across a set of

all documents. For multi-party spoken dialogue, we have another potential source of

variation in lexical usage: the speakers themselves. We introduce a new term weight-

ing score for multi-party spoken dialogues by also considering how term usage varies

across speakers in a given meeting. The intuition is that keywords will not be used by

all speakers with the same frequency. Whereastf.idf compares a given meeting to a

set of all meetings, we can also compare a given speaker to a set of other speakers in

the meeting. For each of the four speakers in a meeting, we calculate a surprisal score

for each word that speaker uttered, which is the negative logprobability of the term

occurring amongst the other three speakers. The surprisal score for each wordt uttered

by speakers is

surp(s, t) = − log

(

∑s′ 6=sTF(t,s′)

∑r 6=sN(r)

)

whereTF(t,s′) is the term frequency of wordt for speakers′ andN(r) is the total

number of words spoken by each speakerr. For each term, we total its speaker surprisal

scores and divide by the total number of speakers to find the overall surprisal score

totsurp(t). Thus the surprisal score for a word is given by

totsurp(t) =
1
S

S

∑
i=1

surp(si , t)

whereSis the total number of speakers in the meeting. So if the wordbudgetis uttered

once by speaker A, twice by speaker B, none by speaker C and tentimes by speaker

D, and each speaker says 100 words total, the surprisal scoreof budgetfor speaker

D is − log(3.0/300), or 6.64. These individual surprisal scores are then summedand

averaged over each speaker. Table 4.1 gives an example for three terms, showing the

normalized term frequency for each speaker and the overall surprisal score for the term.

The term “kinetic” has a high score, as it is used by speaker 2 the most, less often by

speakers 1 and 3, and barely at all by speaker 4. The term “standard” likewise scores

highly, as it is used primarily by speakers 1 and 2 and much less often for the other

two speakers. The word “charger” scores much lower; it is spoken only by speaker 2,

and so while the speaker surprisal score for speaker 2 will behigh, the remainder of

the speaker surprisal scores will be 0 and the average will therefore be low (if speaker

s does not utter wordt, thensurp(s, t) is 0).
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This surprisal score, the first component of the term-weighting metric, is then mul-

tiplied by s(t)
S , wheres(t) is the number of speakers who speak that word andS is

the total number of speakers in the meeting. The third component of the metric is the

inverse document frequency, or IDF. The equation for IDF is

IDF (t) = − log(
Dt

D
)

where D is the total number of documents andDt is the number of documents con-

taining the termt. Putting these three components together, our term weighting metric

is

su.id f (t) = totsurp(t) ·
s(t)
S

·
√

IDF (t)

One motivation for this novel term weighting scheme is that many important words in

such meeting corpora are not necessarily rare across all documents, e.g.cost, design

andcolour. They are also not necessarily the most frequent content words in the meet-

ings. They would therefore not score highly on either component oftf.idf. Though we

retain inverse document frequency for our new metric, the square root of IDF is used

to lower its overall influence within the metric, so that a term will not necessarily be

weighted low if it is fairly common or weighted high simply because it is rare. Since

we also run IDF as a metric of its own, we can determine its contribution tosu.idf.

The hypothesis is that more informative words will be used with varying frequen-

cies between the four meeting participants, whereas less informative words will be

used fairly consistently by all. It is possible that lexicalentrainment, the phenomenon

where speakers subtly imitate each other’s word choices, could be a confounding fac-

tor by making lexical distinctions across speakers less defined, but we hypothesize that

there will still be interesting lexical differences between speakers. The components(t)
S

is included for two reason. First, because individuals normally have idiosyncrasies in

their speaking vocabularies, e.g. one meeting participantmight use a type of filled

pause not used by the others or otherwise frequently employ aword that is particular

to their idiolect. And second, a word that is used by multiplespeakers but with much

different frequency should be more important than a word that is spoken by only one

person.

There are several reasons for hypothesizing that use of informative words will vary

between meeting participants. One is that meeting participants tend to have unique,

specialized roles relevant to the discussion. In the AMI corpus, these roles are explic-

itly labelled, e.g. “marketing expert.” With a given role comes a vocabulary associated

with that role, e.g. “budget” and “cost” would be associatedwith a finance expert and
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Term surp(w) TF(w,s1) TF(w,s2) TF(w,s3) TF(w,s4)

“kinetic” 9.50047550237 0.00177304964539 0.00196335078534 0.00135869565217 0.000476871721507

“charger” 2.4767226489 0.0 0.00065445026178 0.0 0.0

“standard” 9.07984240343 0.00177304964539 0.00130890052356 0.00407608695652 0.000476871721507

Table 4.1: Overall Surprisal Score and Normalized Term Frequencies for Each Speaker

for 3 Terms

“scroll” and “button” would be associated with an interfacedesigner. Second, even

when the roles are not so clearly defined, different participants have different areas of

interest and different areas of expertise, and we expect that their vocabularies reflect

these differences.

For ease of reference, we subsequently refer to this first speech-specific metric as

su.idf.

4.1.2.2 The twssd metric

Subsequent to the original work onsu.idf (Murray & Renals, 2007), it was deter-

mined that there was a simpler way of conceptualizing the intuition behind that term-

weighting method, and a more straight-forward term-weighting method based on that

conceptualization. The underlying question is if we draw a term from a meeting at

random, how confidently can we predict the speaker of that term? Our hypothesis is

that keywords will be more closely linked with a single speaker. For each termt in

a meeting, if we have calculated the conditional probabilities of the term given each

speaker, it is easy to calculate the probability of each speakerSgiven the termt, using

Bayes’ Theorem, estimating the probabilities using the counts from the data:

p(S|t) =
p(t|S)p(S)

p(t)

We can then take the maximum of these speaker probabilities as our scoreSc1,

representing our confidence that we can identify the speakerof the word at hand.

Sc1(t) = max
S

p(S|t)

Also in our previous work onsu.idf, we hypothesized that additional features for

spontaneous spoken dialogues could be relevant for term-weighting, suggesting that

structural features in particular would be worth pursuing.The intuition here is that

keywords will tend to occur in specific places in the meeting,perhaps correlating to
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topics or to speaker turns, whereas less informative words should occur more evenly

throughout the meeting discussion. We structure the problem in the same manner that

we did with the speaker probabilities; we segment the meeting into speaker turns, and

for a given termt calculate the probability of each speaker turnT given t. We again

take the maximum probability as our scoreSc2.

Sc2(t) = max
T

p(T|t)

Finally, we hypothesize that term co-occurrence statistics are relevant to term-

weighting for this data. Certain highly informative words should tend to occur together,

whereas less informative words will have less discernible co-occurrence patterns. For

example, “remote” and “control” may often appear together,as might “LCD” and “in-

terface.” For each termt, we identify its co-occurring terms based simply on the other

word types that occur in the same dialogue acts as termt, after removal of stopwords.

For each co-occurring termt2, we calculate the ratio of the timest andt2 co-occur to

the total number of times thatt2 occurs in the meeting. So if the termt is “remote” and

t2 is “control” and out of the 20 times that “control” appears itco-occurs with “remote”

15 times, the score fort2 is 0.75. We then take the maximum of all the co-occurring

words’ ratios as our scoreSc3.

Sc3(t) = max
t

p(t|t2)

We then combine the three scoresSc1, Sc2 andSc3 by calculating the harmonic

mean of the scores. We hypothesize that exploiting such patterns in the meeting speech

will be sufficient to carry out term-weighting for summarization, with no recourse to

either collection frequency or term frequency. The only external source of information

is the short stopwords list. We also stipulate that a term occurring 3 or fewer times in a

meeting receives a score of 0. The reason is that a term that occurs only once or twice

will have a very high score according to the first two sub-scores, since the probability

of the speaker and the turn will approach 1.

For ease of reference, we subsequently refer to this second speech-specific metric

astwssd, for “term-weighting for spontaneous spoken dialogues.”

4.1.3 Experimental Setup

This section briefly overviews all of the term weighting approaches implemented, the

corpora used, and the protocol for summarization evaluation. In addition totf.idf, su.idf
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andtwssd, we also implementidf, ridf andGain for comparison, withidf serving as

a baseline metric. A hybrid approach combining the rankingsof tf.idf andsu.idf was

implement in the hope that the two methods would be complementary, perhaps locat-

ing different types of informative terms. For all collection frequency measures, we use

a collection of documents from the AMI, ICSI, Broadcast Newsand MICASE1 cor-

pora. This consists of 200 documents from the domains of broadcast news, scenario

meetings, non-scenario meetings and lectures, which provide a balanced sampling of

diverse speech genres. Each document represents a single lecture, meeting, or broad-

cast. Each term-weighting method is run on both manual and ASR transcripts. All

documents in the collection are stemmed using the Porter stemmer (Porter, 1997).

For both the AMI and ICSI test set meetings, we also calculatehuman summa-

rization performance according to the following method. For each annotator, we cre-

ate a summary of 700 words length based on ranking their annotated dialogue acts

from most-linked to least-linked and extracting until the length limit is reached. These

summaries are then evaluated with weighted precision against the annotations of the

remaining human judges. This is done for each annotator, andthe scores are subse-

quently averaged to give a single human performance rating.For our evaluation, each

term-weighting approach is used to create a brief summary ofeach test set meeting,

and the resulting summaries are then evaluated. In each casewe sum term-scores over

dialogue acts to create scores for the dialogue acts, which are the summary extraction

unit. Dialogue acts are ranked from most informative to least informative, and are ex-

tracted until a length of 700 words is reached. These summaries are then evaluated

using theweighted precisionmetric originally introduced by Murray et al. (2006).

4.1.4 AMI Results

This section presents the weighted precision results for the AMI corpus test set. On

manual transcripts, the best approach overall issu.idf, with an average weighted pre-

cision score of 0.66, followed byGain with an average score of 0.64. The worst ap-

proaches aretf.idf andidf, with both being significantly worse thansu.idf according to

paired t-test (p<0.05). Thetwssdapproach averages 0.62, outperformingtf.idf andidf

despite using no term-frequency or collection frequency information.

On ASR transcripts,su.idf andridf are the top term-weighting methods, each with

an average of 0.67. The worst approaches are againtf.idf andidf, each with an average

1http://quod.lib.umich.edu/m/micase/
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Meet idf sidf tw tfidf com ridf gain H

ES2004a 0.42 0.46 0.55 0.47 0.46 0.59 0.600.67

ES2004b 0.58 0.61 0.65 0.55 0.61 0.60 0.610.83

ES2004c 0.68 0.59 0.70 0.70 0.68 0.69 0.730.58

ES2004d 0.80 0.80 0.93 0.89 0.96 0.77 0.801.03

ES2014a 0.54 0.67 0.59 0.68 0.67 0.77 0.600.82

ES2014b 0.58 0.86 0.89 0.80 0.78 0.77 0.830.80

ES2014c 0.77 0.79 0.77 0.71 0.92 0.80 0.751.21

ES2014d 0.41 0.53 0.38 0.44 0.52 0.46 0.360.63

IS1009a 0.66 0.81 0.69 0.64 0.74 0.73 0.621.16

IS1009b 0.72 0.68 0.54 0.67 0.60 0.58 0.691.15

IS1009c 0.37 0.55 0.33 0.36 0.45 0.43 0.320.72

IS1009d 0.46 0.79 0.61 0.61 0.79 0.72 0.661.10

TS3003a 0.50 0.53 0.55 0.49 0.57 0.63 0.620.68

TS3003b 0.64 0.75 0.60 0.54 0.54 0.74 0.740.98

TS3003c 0.66 0.88 0.76 0.79 0.88 0.81 0.840.94

TS3003d 0.48 0.45 0.48 0.46 0.46 0.59 0.570.70

TS3007a 0.26 0.39 0.50 0.31 0.35 0.49 0.480.86

TS3007b 0.63 0.60 0.57 0.57 0.60 0.61 0.610.65

TS3007c 0.75 0.60 0.62 0.57 0.65 0.50 0.650.92

TS3007d 0.52 0.76 0.73 0.60 0.73 0.62 0.640.86

AVE: 0.57 0.66 0.62 0.59 0.65 0.64 0.64 0.87

Meet iasr sasr twasr tfasr casr rasr gasr H

ES2004a 0.47 0.60 0.55 0.61 0.63 0.66 0.61 -

ES2004b 0.68 0.54 0.63 0.59 0.56 0.65 0.60 -

ES2004c 0.67 0.69 0.87 0.71 0.67 0.74 0.68 -

ES2004d 0.66 0.75 0.82 0.81 0.83 0.74 0.73 -

ES2014a 0.53 0.73 0.71 0.69 0.74 0.84 0.72 -

ES2014b 0.78 0.87 0.80 0.74 0.80 0.74 0.70 -

ES2014c 0.77 0.78 0.82 0.64 0.88 0.76 0.70 -

ES2014d 0.38 0.45 0.48 0.45 0.46 0.40 0.46 -

IS1009a 0.77 0.94 0.72 0.73 0.78 0.83 0.69 -

IS1009b 0.70 0.67 0.55 0.57 0.65 0.72 0.59 -

IS1009c 0.32 0.53 0.33 0.40 0.44 0.49 0.47 -

IS1009d 0.57 0.70 0.64 0.61 0.67 0.64 0.64 -

TS3003a 0.49 0.59 0.56 0.49 0.60 0.58 0.54 -

TS3003b 0.74 0.74 0.59 0.59 0.68 0.71 0.76 -

TS3003c 0.70 0.89 0.66 0.68 0.82 0.86 0.89 -

TS3003d 0.55 0.54 0.48 0.51 0.52 0.60 0.52 -

TS3007a 0.40 0.51 0.55 0.45 0.51 0.50 0.51 -

TS3007b 0.60 0.54 0.60 0.51 0.52 0.70 0.63 -

TS3007c 0.62 0.61 0.57 0.57 0.64 0.58 0.57 -

TS3007d 0.66 0.71 0.75 0.63 0.64 0.63 0.57 -

AVE: 0.60 0.67 0.63 0.60 0.65 0.67 0.63 -

Table 4.2: Weighted Precision Results for AMI Test Set Meetings, Manual and ASR

Transcripts

idf=idf on manual,iasr=idf on ASR,sidf=su.idf on manual,sasr= su.idf on ASR,tw=twssdon manual,twasr=twssdon ASR,

tfidf =tf.idf on manual,tfasr=tf.idf on ASR,com=combinedsu.idf andtf.idf on manual,casr=combinedsu.idf andtf.idf on

ASR, ridf =ridf on manual,rasr=ridf on ASR,gain=Gain on manual,gasr=Gain on ASR,H=human performance



Chapter 4. Keywords and Cuewords 49

Meet Summ-WER NonSumm-WER

ES2004a 34.7 49.9

ES2004b 30.9 38.6

ES2004c 27.5 39.0

ES2004d 34.0 46.6

ES2014a 40.5 50.0

ES2014b 32.1 47.1

ES2014c 33.1 47.4

ES2014d 32.6 46.8

IS1009a 32.0 41.0

IS1009b 30.2 36.8

IS1009c 38.8 39.6

IS1009d 29.6 38.0

TS3003a 25.2 44.4

TS3003b 22.6 28.5

TS3003c 21.6 33.0

TS3003d 24.2 35.2

TS3007a 30.6 41.5

TS3007b 22.8 35.3

TS3007c 30.7 40.2

TS3007d 32.5 41.9

AVERAGE 30.31 41.04

Table 4.3: Word Error Rates for Extracted (Summ-WER ) and Non-Extracted Portions

(NonSumm-WER ) of Meetings, using su.idf

of 0.61. Each oftf.idf andidf are significantly worse than each ofsu.idf, ridf and the

combined approach (all p<0.05).

With the exception ofGain, every term-weighting method improves on ASR com-

pared with manual transcripts. Table 4.2 gives results on both manual and ASR.

It is particularly surprising that nearly all of the term-weighting approaches per-

form better on ASR than on manual transcripts. Previous research (Valenza et al.,

1999; Murray et al., 2005a) has shown that informative portions of speech data tend

to have lower word-error rates, but it is nonetheless unexpected that weighted preci-

sion would actuallyimproveon errorful ASR transcripts. Theridf andsu.idf metrics

are particularly resilient to the errorful transcripts on this test set. Table 4.3 shows

the word-error rates for the extracted and non-extracted portions of meetings using the

su.idf summarizer. The WER for the extracted portions is more than 10 points lower

than for the non-extracted portions of meetings, at 30.31% versus 41.04%. The WER

for the corpus as a whole is around 38.9% for this particular version of the ASR. It

should be noted that ASR word errors within a given summary donot contribute to a

lower evaluation score, since our evaluation works at the dialogue act level; the im-
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pact of the ASR errors is in determining whether or not a dialogue act is chosen for

extraction in the first place.

It is also very encouraging that for several of the AMI test set meetings, the best

automatic summarizers perform equal to or above human performance for weighted

precision for this length summary. The average human performance across the test set,

however, is still considerably higher than the performanceof the automatic methods.

4.1.5 ICSI Results

This section presents the weighted precision results for the ICSI corpus test set. On

both manual and ASR transcripts there were fewer differences between term-weighting

approaches than we find on the AMI test set. On manual transcripts, the highest-

scoring term-weighting schemes on average according to weighted precision areGain

and twssdwith 0.37 each. The worst scoring method overall isidf, which averages

0.30. The only significant differences between all approaches areidf being signifi-

cantly worse thanGain (p<0.05) andtwssd(p<0.1).

On ASR, there are again few differences between all of the approaches, but within

the individual weighting schemes there are some interesting differences between using

manual and ASR transcripts. The highest scoring method on average isridf with a

score of 0.42, followed bytf.idf andGain. The worst overall is the combined method

of tf.idf andsu.idf, with the only significant result being that this combined method is

significantly worse thanridf.

Interestingly,idf performs much better on ASR than on manual transcripts for the

ICSI corpus. With manual transcripts it is significantly worse than the top two term-

weighting schemes, but increases seven points when appliedto ASR. We also find

that no single weighting scheme performs worse on ASR compared with manual; the

precision results either remain the same or improve.

As can be seen in Table 4.4, the weighted precision scores in general are much

lower than on the AMI meetings. However, the human performance is also much

lower, illustrating low inter-annotator agreement for theICSI corpus. In fact, the auto-

matic summarization methods presented here performbetteron the ICSI corpus than

on the AMI corpus, by comparison with human gold-standard summarization. The

best automatic methods are near or at the level of human summarization for this test

set.
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Meet idf sidf tw tfidf com ridf gain H

Bed004 0.21 0.19 0.27 0.31 0.19 0.26 0.320.41

Bed009 0.37 0.43 0.35 0.44 0.42 0.43 0.420.39

Bed016 0.36 0.33 0.43 0.39 0.48 0.48 0.410.42

Bmr005 0.34 0.41 0.39 0.27 0.36 0.46 0.410.52

Bmr019 0.17 0.37 0.37 0.29 0.33 0.20 0.330.40

Bro018 0.36 0.33 0.42 0.32 0.33 0.35 0.350.34

AVE: 0.30 0.34 0.37 0.34 0.35 0.36 0.37 0.41

Meet iasr sasr twasr tfasr casr rasr gasr H

Bed004 0.23 0.27 0.27 0.32 0.28 0.26 0.35 -

Bed009 0.45 0.37 0.37 0.44 0.35 0.48 0.39 -

Bed016 0.51 0.44 0.42 0.50 0.44 0.59 0.45 -

Bmr005 0.30 0.44 0.40 0.41 0.34 0.46 0.41 -

Bmr019 0.28 0.33 0.38 0.37 0.35 0.32 0.39 -

Bro018 0.41 0.33 0.36 0.38 0.36 0.42 0.35 -

AVE: 0.36 0.36 0.37 0.40 0.35 0.42 0.39 -

Table 4.4: Weighted Precision Results for ICSI Test Set Meetings, Manual and ASR

Transcripts
idf=idf on manual,iasr=idf on ASR,sidf=su.idf on manual,sasr= su.idf on ASR,tw=twssdon manual,twasr=twssdon ASR,

tfidf =tf.idf on manual,tfasr=tf.idf on ASR,com=combinedsu.idf andtf.idf on manual,casr=combinedsu.idf andtf.idf on

ASR, ridf =ridf on manual,rasr=ridf on ASR,gain=Gain on manual,gasr=Gain on ASR,H=human performance

4.1.6 Weighted Recall and F-Score

The results in the sections above are solely weighted precision results, without recall

or f-score information. The reasons for that are two-fold. The first is a somewhat

historical reason, as the original formulation of the weighted evaluation was simply

weightedprecisionand the initial term-weighting work of Murray and Renals (2007)

used only that metric. The second and main reason is that the summaries are quite

brief and are of equal lengths, and so recall scores across the board are very low.

Since the intention is to create very concise and informative summaries and not to

extract every relevant dialogue act, weighted precision isof much higher interest. For

completeness, we present the weighted recall and f-score averages here, with Table 4.5

showing the AMI results and Table 4.6 showing the ICSI results. In later chapters we

derive weighted f-scores for completeness as well.

Further analysis is provided in Appendix F (page 191), wherewe present precision

and recall scores for the intersection and union of human-selected dialogue acts.
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idf iasr sidf sasr tw twasr tfidf tfasr com casr ridf rasr gain g asr H

R 0.16 0.16 0.18 0.18 0.18 0.19 0.18 0.18 0.18 0.18 0.18 0.18 0.16 0.16 0.35

F 0.23 0.24 0.27 0.27 0.26 0.27 0.26 0.27 0.27 0.27 0.26 0.26 0.24 0.24 0.47

Table 4.5: Weighted Recall and F-Score Averages for AMI Test Set
idf=idf on manual,iasr=idf on ASR,sidf=su.idf on manual,sasr= su.idf on ASR,tw=twssdon manual,twasr=twssdon ASR,

tfidf =tf.idf on manual,tfasr=tf.idf on ASR,com=combinedsu.idf andtf.idf on manual,casr=combinedsu.idf andtf.idf on

ASR, ridf =ridf on manual,rasr=ridf on ASR,gain=Gain on manual,gasr=Gain on ASR,H=human performance

idf iasr sidf sasr tw twasr tfidf tfasr com casr ridf rasr gain g asr H

R 0.08 0.10 0.08 0.09 0.09 0.10 0.10 0.12 0.09 0.09 0.09 0.11 0.08 0.09 0.14

F 0.12 0.15 0.13 0.15 0.14 0.15 0.15 0.19 0.14 0.15 0.14 0.17 0.13 0.15 0.20

Table 4.6: Weighted Recall and F-Score Averages for ICSI Test Set
idf=idf on manual,iasr=idf on ASR,sidf=su.idf on manual,sasr= su.idf on ASR,tw=twssdon manual,twasr=twssdon ASR,

tfidf =tf.idf on manual,tfasr=tf.idf on ASR,com=combinedsu.idf andtf.idf on manual,casr=combinedsu.idf andtf.idf on

ASR, ridf =ridf on manual,rasr=ridf on ASR,gain=Gain on manual,gasr=Gain on ASR,H=human performance

4.1.7 Discussion

There are several interesting and surprising results from the experiments above. Per-

haps the most surprising is that some of the metrics, especially su.idf andridf, are par-

ticularly resilient to ASR errors, and we find a general trendthat weighted precision

actually increases on ASR. On the ICSI corpus, all of the term-weighting approaches

stay the same or do slightly better, while on the AMI corpus all metrics butGain stay

the same or improve. It may be that informative words also tend to be less confusible

words.

We also found that most of our metrics easily outperform these implementations

of the classicidf andtf.idf term-weighting schemes, withsu.idf, twssdandridf con-

sistently performing the best. We found that whilesu.idf performs better on the AMI

corpus than the ICSI corpus, the reverse is true fortwssd. This may be due to the fact

thatsu.idf relies mostly on differing word usage between speakers, while twssdincor-

porates other pieces of information such as structural cuesand co-occurrence informa-

tion. As described above, the AMI meetings are scenario meetings with well-defined

roles such asproject managerandmarketing expert, whilst roles in the ICSI corpus

are much less clearly defined. Because roles are associated with certain vocabularies

(e.g. the marketing expert being more likely to say “trend” or “survey” than the oth-

ers), perhaps it would be expected thatsu.idf would perform better on those meetings
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than on meetings where roles are more opaque and the dynamicsbetween participants

are more informal.

A possible explanation for why there are fewer differences overall between term-

weighting approaches on the ICSI corpus versus the AMI corpus is that the keywords

in the ICSI meetings are simply more easily discerned due to their technical nature.

The ICSI meeting discussions concern speech and language processing issues in ad-

dition to other computational topics, and words like ’markov’ and ’construal,’ which

are frequent in the meetings and very rare in the document collection, will be correctly

assigned high scores even byidf andtf.idf. In contrast, AMI meeting keywords tend to

be words like ’remote,’ ’survey’ and ’price,’ which are not all that rare in the document

collection and may incorrectly receive low scores from those metrics as a consequence.

One general result is thattf.idf is not as sensitive to term importance as the other

metrics, the only exception being the ICSI ASR scores. It seems telling then that

it is also the only metric that weights a term highly for occurring frequently within

the given document. It is perhaps too blunt, favoring a few terms by scoring them

highly and scoring the others dramatically lower, leading to a severely limited view of

importance within the meeting. A strength ofsu.idf is that a term need not be very

frequent within a document nor very rare across documents inorder to receive a high

score.

In an attempt to understand whysu.idf outperformstf.idf on the AMI meetings and

why it performs better on ASR than on manual transcripts, thecorrelation between

term rank and term score is examined for both term-weightingschemes. Figure 4.1

shows the normalized term-weighting scores for an example meeting TS3003c, with

the x-axis representing term rank in descending order. It can be seen thattf.idf scores

a handful of words very highly and the rest of the words in the meeting have sharply

lower scores. In contrast, thesu.idf scores arranged by rank exhibit a more gradual

decline. This phenomenon holds across the entire test set: for the 20 AMI test set

meetings, the top keyword for each meeting according totf.idf is on average scored

3.88 times higher than the keyword ranked 20th for the same meeting, whereas the top

su.idf keyword is only 2.23 times higher than the 20th on average.

On ASR, this phenomenon is even more pronounced. As can be seen in Figure

4.2,su.idf scores an even greater number of words highly, while there are only a small

handful of high-scoringtf.idf keywords. It seems thattf.idf causes a few terms to

dominate the others, whilesu.idf performs smoother scoring. A possible explanation

for the steepertf.idf score/rank curves exemplified in Figures 4.1 and 4.2 is that word
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Figure 4.1: Term Rank Plotted Against Term Score, Manual Transcripts
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Figure 4.2: Term Rank Plotted Against Term Score, ASR Transcripts

frequency generally behaves according to thezipf distribution (Zipf, 1935), so that

the n-most frequent word occurs approximately1
n times as often as the most frequent

word. Because term-frequency decreases rapidly as rank decreases, andtf.idf has a

term-frequency component, perhaps it’s not surprising that a few terms that occur most

often score much higher than the rest of the terms. On this particular meeting,su.idf far

outscorestf.idf according to weighted precision, on both ASR and manual transcripts.

Taking this analysis into account, the reason whytf.idf scores lower as far as

weighted precision may be that because the weighting schemefavors words that occur

many times in a document, there is less certainty aboutwhichdialogue acts to extract.

If the top-scoring term occurs 30 times in a meeting, it’s notclear which dialogue

acts featuring that term should be extracted. As noted in section 4.1.1, metrics that

favor mid-frequency terms have a history of performing well, andsu.idf favors mid-

frequency terms generally. Additionally, there are simplymorehigh-scoring words, so

that a meeting is not dominated by only 2 or 3 high-scoring terms. Using a weighting
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scheme such as this implementation oftf.idf may increase summary redundancy by

extracting many dialogue acts containing the same small setof high-scoring words.

To more closely inspect the differences in how each term-weighting scheme ranks

words, a second evaluation for the same sample meeting is devised. Terms are ranked

from highest to lowest; beginning with the highest-scoringterm and proceeding until

the hundredth highest-scoring term, all dialogue acts including that term are extracted

and precision/recall/f-score are calculated. Then each dialogue act containing the first

or second terms are extracted, and precision/recall/f-score are again calculated. This

continues down the top 100 list of terms, with precision/recall/f-score calculated at

each step.

Figure 4.3 shows precision, recall and f-score for rankedtf.idf scores on meeting

TS3003c, while Figure 4.4 shows the same measures for rankedsu.idf scores. Unsur-

prisingly, thetf.idf recall scores initially rise more sharply - because the metric favors

terms that occur often in a meeting, more dialogue acts are extracted at first. However,

tf.idf suffers in terms of precision compared tosu.idf.

To give an example of the effect oftf.idf on actual summarization output, we again

consider meeting TS3003c. In this meeting, the top terms according totf.idf are “re-

mote,” “button,” “docking,” “subtitle,” “and trend-watching.” These five words score

so highly compared with all other terms in the meeting that every single dialogue act

selected contains one of the five words. These results in a high level of redundancy, as

evidenced by this excerpt:

Speaker D:Uh the remote control and the docking station should uh blend
in in the in the room.

Speaker D: Um well the trend-watchers I consulted advised that it b
should be, the remote control and the docking station shouldbe telephone-
shaped.

Speaker D:So you could imagine that uh the remote control will be stand-
ing up straight in the docking station.

Speaker D: So they would prefer uh a design where the remote control
just lies flat in the docking station.

Taking all of these findings together, it seems thatsu.idf succeeds by not neces-

sarily favoring frequent words in a meeting, by not scoring aword with a low weight

simply because it is fairly common in other documents, and byhaving a smooth scor-

ing curve rather than the steep drop-off in scores found withtf.idf. The metrictf.idf

tends to have a very small handful of words dominate, therebyskewing the extraction

process to favor a handful of similar dialogue acts. The metric idf alone performed
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Figure 4.3: Precision/Recall/F-Score, TFIDF, top 100 keywords
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Figure 4.4: Precision/Recall/F-Score, SUIDF, top 100 keywords

worst of all, illustrating that a term being rare across documents is by itself not neces-

sarily indicative of its informativeness for summarization purposes.

4.1.8 Term-Weighting Conclusion

We have presented an evaluation of term-weighting metrics for spontaneous, multi-

party spoken dialogues. Four of the metrics,idf, tf.idf, ridf andGain, were imported

from text IR to test for suitability with our data. Two novel approaches calledsu.idf

and twssdwere implemented, the former relying on the differing patterns of word

usage among meeting participants, with the latter also including structural and co-

occurrence information. Both were found to perform very competitively, with su.idf

scoring very highly on the AMI data andtwssdscoring highly on the ICSI data. The

other major findings are that all the term-weighting techniques investigated are fairly

robust to ASR errors, and that it is easy to outperform the standard implementations of
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idf andtf.idf baselines on this type of data.

4.2 Cue Words for Summarization

This section examines how cuewords can be used for summarization purposes, and

how summarization using only cueword information comparesto the summarization

results described in the previous section.

Cuewords are words that signal informativeness or areas of interest but are not

specific to the topic being discussed, unlike keywords. For example, words such as

“important” or “decide.” Since these words are relatively common across documents,

they will normally not be rated highly by a term-weighting scheme such as those de-

scribed and implemented in section 4.1. The hypothesis is that they are a valuable

source of information for summarization and that using onlykeyword detection and

not cueword detection causes us to miss important dialogue acts.

As mentioned in the introduction, one of the interesting findings in the seminal

work of Edmundson (1969) is that cuewords are often as good orbetter than key-

words for the purpose of automatic summarization. This section examines what level

of summarization performance we can attain if we useonly cuewords and none of the

term-weighting schemes described in section 4.1. If we can maintain comparatively

high precision results without using term-weighting metrics and instead focusing on

the presence of certain trigger words, this will be very useful when conducting online

or real-time summarization; in such scenarios, full speechrecognition output may be

either unavailable or very degraded, in which case we can utilize limited cueword spot-

ting in place of full recognition. Such online meeting analysis is the central focus of

the AMIDA project2 and online keyword and cueword spotting are essential to further

analyses.

4.2.1 Determining Cuewords

We are interested in which terms are likely to signal informative dialogue acts, and so

we conduct a corpus analysis of term-frequencies between those dialogue acts labelled

as “extractive” and those labelled as “non-extractive” in the training data. To begin,

a list of around 200 potential cuewords is constructed, comprised of terms that would

be expected to signal informative dialogue acts in a meetingenvironment, based on

2http://www.amiproject.org
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introspection. These are terms that are not specific to the AMI scenario, so words such

as “remote” are excluded. Examples of words on the original list are “important,” “de-

cide”, “discuss” and “group” - words that merit inclusion based on general intuitions

about meeting dialogue and which are not specific to individual meetings. For each

word on this initial list, we then compare its normalized frequency in extract portions

of meetings to its normalized frequency in non-extracted portions of meetings in the

training data, and score each term thusly,

TF(t, j)/TF(t,k)

whereTF(t, j) is the number of times that termt occurs in the extracts normalized

by the total number of tokens in the extracts, andT(t,k) is the number of times that

termt occurs in the non-extracts normalized by the total number oftokens in the non-

extracts. We discard any terms on the original list that do not occur at least 50 times in

the training data, so as not to be thrown off by small sample sizes.

Ranking the words in the list according to this ratio, we thenkeep the top 70 words

and discard the remainder. This was done for both the AMI and ICSI data, on both

manual and ASR transcripts, for a total of four unique cueword lists. The cutoff of

the top 70 words was chosen because the trend seemed to be thatthe ratio reached 1

between the 80th and 90th positions of the list, where there was no longer any differ-

ences between extract and non-extract frequencies of occurrence for the remainder of

the items on the list.

Appendix B (page 179) lists the four cuewords lists in their entirety. We include

here the top 10 cuewords for each of the four lists in Table 4.7. Note that these words

represent stems, and so, for example, “expect” will match “expect”, “expectation”,

“expected”, etc.

We restrict ourselves to unigram cues here, but one could compare n-gram occur-

rences between extracts and non-extracts at higher values of n (Galley, 2006).

4.2.2 Cueword-Based Summarization

Summarization proceeds as before, now with each sentence scored by summing over

its constituent cueword scores. If a term does not exist on the relevant cuewords list,

its score is simply zero. We then rank the sentences and extract the best sentence in

turn until we reach our desired length - in this case, 700 words.
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Rank AMI-MAN AMI-ASR ICSI-MAN ICSI-ASR

1 expect expect focus focus

2 found component fairly soon

3 component found area fairly

4 project fairly group apparent

5 focus agenda project study

6 group focus report report

7 research project soon group

8 meet group decision project

9 final research topic finish

10 agenda team summarize response

Table 4.7: Top 10 Cuewords, AMI and ICSI, Manual and ASR

4.2.3 Results

Table 4.8 gives the weighted precision scores for the AMI test set cueword-based sum-

maries. The average weighted precision score for this method applied to manual tran-

scripts is 0.55 while the average weighted precision score for ASR transcripts is 0.53.

In contrast, the weighted precision results fortf.idf reported above were 0.60 for both

transcript types. So we find that while the cueword approach does not perform as well

as the keyword-based approaches of section 4.1, its scores are not dramatically lower

despite using a very small vocabulary of cuewords and no keyword information for

the documents to be summarized. While it is clearly advantageous to use keyword

information, it is not strictly necessary for generating good-quality summaries, and in

situations where full speech recognition is not available,limited cueword spotting us-

ing these lists of terms would suffice for indicating areas ofhigh informativeness in the

meeting.

It also seems to be the case that keyword summaries and cueword summaries are

complementary in some respects. There are several meetingson which the keyword

approaches do not score highly and the cueword approach is considerably better, e.g.

IS1009b and IS1009c. On those two meetings in particular, the cuewords comprise

a higher-than-average percentage of the total word tokens in the meeting, at about

10% in each meeting. This may explain the high quality of the cueword summaries

on those meetings. In contrast, the cueword summary for TS3007c is substantially

lower than the keyword summaries for the same meeting, and the cueword form only

around 7% of tokens in that meeting. These findings suggest that a larger cuewords

list could substantially increase summarization performance, as we are liable to find,

when using a vocabulary of only 70 items, that some meetings will simply not contain
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Meet CUE-Man CUE-ASR

ES2004a 0.44 0.46

ES2004b 0.49 0.53

ES2004c 0.62 0.57

ES2004d 0.7 0.65

ES2014a 0.52 0.43

ES2014b 0.39 0.39

ES2014c 0.6 0.56

ES2014d 0.3 0.34

IS1009a 0.65 0.66

IS1009b 1.01 0.91

IS1009c 0.4 0.37

IS1009d 0.5 0.58

TS3003a 0.42 0.32

TS3003b 0.78 0.68

TS3003c 0.67 0.58

TS3003d 0.37 0.31

TS3007a 0.47 0.49

TS3007b 0.5 0.56

TS3007c 0.47 0.47

TS3007d 0.73 0.65

AVERAGE 0.55 0.53

Table 4.8: AMI Corpus, Weighted Precision Scores on Manual and ASR Transcripts

many of those cues. For meetings that do contain a fair numberof these cuewords,

summarization performance is credible.

It is also encouraging that this approach, like the keyword approaches, is resilient to

the ASR errors in the transcript. Its average on ASR is only slightly lower, and in many

cases a given meeting summary is higher on ASR than on manual transcripts. This

is somewhat surprising – while it is well-known that summarizers are often resilient

to ASR errors (Valenza et al., 1999; Murray et al., 2005a), the lack of degradation

is often attributed to keywords being less confusible words. Keywords tended to be

longer and more technical, which is not the case with many of the cuewords used

here. Nonetheless performance on ASR is robust. The WER for the AMI cuewords

summaries is 29.8%, which is even slightly lower than for theAMI su.idf summaries.

Table 4.9 gives the weighted precision results on the ICSI corpus. The averages

on manual and ASR transcripts are both 0.30, compared withtf.idf scores of 0.39 and

0.40 respectively from section 4.1. The gap between keywordand cueword scores is

larger than with the AMI corpus scores, but the results nonetheless contain encour-

aging findings: that using only cuewords we can generate summaries of acceptable

quality, and that this cuewords technique is resilient to ASR errors. A likely reason for



Chapter 4. Keywords and Cuewords 61

Meet CUE-Man CUE-ASR

Bed004 0.22 0.23

Bed009 0.38 0.34

Bed016 0.40 0.41

Bmr005 0.27 0.28

Bmr019 0.23 0.23

Bro018 0.32 0.27

AVERAGE 0.30 0.30

Table 4.9: ICSI Corpus, Weighted Precision Scores on Manual and ASR Transcripts

the cuewords approach performing better on the AMI data thanthe ICSI data is that

the cueword density varies substantially between the two corpora. For the AMI data,

the cuewords represent about 9% of all tokens in the test set meetings, whereas in the

ICSI data the cuewords represent only 5.5% of tokens in the test set meetings. Appar-

ently because the ICSI meetings are generally less structured than the AMI meetings,

they have fewer structural cues such as discourse markers orother cuewords. This dif-

ference between cuewords-based summarization on AMI versus ICSI data again illus-

trates that a larger cuewords vocabulary would likely increase performance in general.

4.2.3.1 Weighted Recall and F-Score

While the precision results for the cuewords summaries are below the precision scores

for the keyword summaries described earlier, the weighted recall scores are comparable

and thus the weighted f-scores are only slightly lower. For the AMI corpus test set, the

weighted recall and f-score with manual transcripts are 0.17 and 0.25, respectively, and

for ASR transcripts they are 0.16 and 0.23. For the ICSI corpus test set, the weighted

recall and f-score with both manual and ASR transcripts are 0.08 and 0.13 .

4.2.4 Cuewords Conclusion

This section has presented the findings of an experiment indicating that summarization

using cueword detection can approach levels of summarization using term-weighting

keyword detection. This finding is particularly relevant for situations where full speech

recognition is unavailable and one must rely instead on keyword spotting. Our lists of

informative cuewords can be used in such scenarios.

Although the weighted precision results are lower than summarization using key-

word weights, these cueword summaries are generated based on a very small vocabu-
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lary of cuewords consisting of only 70 word stems. Expandingthis list could presum-

ably increase summarization precision.

Chapter 7 (page 126) further investigates the use of cuewords, focusing on a par-

ticular type of cueword and incorporating that cueword information into a machine-

learning framework. That chapter also detects cuewords from the training data in a

fully automatic fashion, rather than beginning with a manually-written list of hypothe-

sized cuewords that we subsequently refine.

4.3 Conclusion

This chapter has detailed experiments on term-weighting and cueword detection. Sec-

tion 4.1 surveyed several term-weighting approaches and evaluated their usefulness

on spontaneous speech data such as the AMI and ICSI corpora. This section also in-

troduced two novel term-weighting metrics for multi-partyspontaneous speech called

su.idf andtwssd, and found them to be competitive with the state-of-the-art.

Section 4.2 looked at the usefulness of cuewords for summarization, either as a

supplement to keyword information or a replacement when a full ASR transcript is

not immediately available. The finding was that cuewords alone are sufficient for the

creation of good-quality summaries and that cuewords methods are resilient to ASR

errors. Summaries created based on cueword detection can befurther revised when

full transcripts are available.

In subsequent chapters, both keywords and cuewords are utilized as features in a

machine-learning framework.



Chapter 5

Extractive Summarization

In this chapter we examine the issue of extractive summarization and specifically in-

vestigate the most useful features for automatic extraction. For each meeting in the

AMI and ICSI test sets, we aim to detect the most informative set of dialogue acts

to extract in order to create a compression of the meeting as awhole. This chapter

builds on Chapter 4 (page 38) regarding term-weighting, as term-weights are a useful

feature for automatic summarization. However, this research aims to determine which

additional features, particularly speech-specific features, are valuable for the extraction

task, and whether approaches that use a variety of multi-modal features can outperform

solely text-based approaches.

5.1 Extractive Summarization Overview

As mentioned in the introduction, our summarization paradigm is that ofextractive

summarization. Given a source document consisting of an ASRtranscript and features

derived from the speech signal, we want to detect which dialogue acts in the meeting

are the most informative. The hypothesis here is that the optimal results will be found

by using a combination of lexical, prosodic, structural andspeaker-based features,

rather than treating the problem as merely text summarization on noisy input data.

In the first section, we look at unsupervised approaches thatare either taken directly

from research in text summarization or are inspired by previous text summarization re-

search. These methods are applied to the meeting transcripts, first usingtf.idf and

subsequently usingsu.idf as a comparison. This aims to establish how well unsuper-

vised approaches can perform compared with machine-learning approaches incorpo-

rated many additional features, as well as comparingtf.idf andsu.idf in more advanced

63
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summarization systems than the simple system described in Chapter 4.

In the second section we describe the machine-learning approach to the summariza-

tion task, describing the logistic regression classifier and the features used. We present

results based on weighted precision, recall and f-score andcompare these results to the

unsupervised methods. We also present an in-depth analysisof the individual features

used and the classification performance of various feature subsets.

The summaries generated are 700 words in length. Because summarization perfor-

mance can be linked to summary length, we also evaluate our extractive classifiers ac-

cording to the receiver operator characteristic, which measures the true-positive/false-

positive ratio of the test data, generalizing away from given posterior probability thresh-

olds and particular summary lengths. This latter evaluation is the most comprehensive,

as we derive ROC curves for various feature subsets in order to determine the most

useful characteristics of the data for summarization purposes.

5.2 Importing Text Summarization Approaches

This section describes several text summarization approaches that were implemented

for these experiments. The approaches are either well-known or are based on well-

known principles within text summarization.

5.2.1 Maximal Marginal Relevance

Maximal Marginal Relevance (MMR) (Carbonell & Goldstein, 1998) is based on

the vector-space model of text retrieval, and is well-suited to query-based and multi-

document summarization. In MMR, sentences are chosen according to a weighted

combination of their relevance to a query (or for generic summaries, their general rele-

vance) and their redundancy with the sentences that have already been extracted. Both

relevance and redundancy are measured using cosine similarity. The usual MMR score

ScMMR(i)for a given sentenceSi in the document is given by

ScMMR(i) = λ(cos(Si,q))− (1−λ) max
Sj∈summ

(cos(Si,Sj)) ,

whereq is the query vector,summis the set of sentences already extracted, andλ
trades off between relevance and redundancy. The termcos is the cosine similarity

between two documents. For these experiments, we use the general informativeness

of a sentence as determined by the sum of its term-scores, rather than the similarity
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cos(Si,q) of the sentence to an average document vector. For redundancy, we take the

maximum cosine of the candidate sentence and each already-extracted sentence.

In our previous implementation of MMR (Murray et al., 2005a), the weightλ was

annealed, so that relevance was emphasized when the summarywas still short, and

as the summary grew longer the emphasis was increasingly puton minimizing redun-

dancy. For the first third of the summary,λ = 0.7, for the second thirdλ = 0.5, and for

the final third of the summaryλ = 0.3. In this implementation, we simply setλ at 0.7,

as further experimentation is needed to prove the usefulness of λ annealing.

5.2.2 Latent Semantic Analysis

Latent Semantic Analysis (LSA) is a vector space approach which involves projection

of the term-document matrix to a reduced dimension representation. It was originally

applied to text retrieval (Deerwester et al., 1990), and hassince been applied to a

variety of other areas, including text summarization (Gong& Liu, 2001; Steinberger

& Ježek, 2004). LSA is based on the singular value decomposition (SVD) of anm×n

term-document matrixA, whose elementsAi j represent the weighted term frequency of

term i in documentj, where the document is a sentence. In SVD, the term-document

matrix is decomposed as follows:

A = USVT

whereU is anm×n matrix of left-singular vectors,S is ann×n diagonal matrix of

singular values, andV is then×n matrix of right-singular vectors. The rows ofVT

can be interpreted as defining topics, with the columns representing sentences from the

document. Following Gong and Liu (2001), summarization proceeds by choosing, for

each row inVT , the sentence with the highest value. This process continues until the

desired summary length is reached.

Steinberger and Ježek (2004) have offered two strong criticisms of the Gong and

Liu approach. Firstly, the method described above ties the dimensionality reduction to

the desired summary length. Secondly, a sentence may score highly but never “win”

in any dimension, and thus will not be extracted despite being a good candidate for

extraction.

We addresses the same concerns as Steinberger and Ježek, while still following the

Gong and Liu approach. Rather than extracting the best sentence for each topic, then

best sentences are extracted, withn determined by the corresponding singular values
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from matrixS. Thus, dimensionality reduction is no longer tied to summary length and

more than one sentence per topic can be chosen. For each topic, the number of words to

extract from that topic is equal to the ratio of the associated squared singular value and

the sum of all squared singular values. For example, if the desired summary length is

1000 words, the square of its associated singular value is 16and the sum of all squared

singular values is 32, then 500 words are drawn from the first topic. The motivation

for this is that the more important a topic is, the more it should be represented in the

ultimate summary. Furthermore, the number of dimensions islearned from the data

rather than explicitly supplied as with the Steinberger andJežek method.

For these experiments we implement both the Steinberger/Ježek method and the

novel approach described above.

5.2.3 Centroid Approaches

The third unsupervised method is a textual approach incorporating LSA into a centroid-

based system (Radev et al., 2000, 2001). The centroid is a pseudo-document repre-

senting the important aspects of the document as a whole; in the work of Radev et al.

(2000), this pseudo-document consists of keywords and their modifiedtf.idf scores. In

the present research, we take a different approach to constructing the centroid and to

representing sentences in the document. First,tf.idf scores are calculated for all words

in the meeting. Using these scores, we find the top twenty keywords and choose these

as the basis for our centroid. We then perform LSA on a very large corpus comprised

of a concatenation of multiple speech corpora: the ICSI, AMI, Broadcast News, and

MICASE corpora, supplemented by the much larger Acquaint news-wire corpus. We

perform LSA on the data using the Infomap tool1 (Widdows et al., 2003). Infomap

operates by performing latent semantic analysis on a large term co-occurrence matrix,

allowing us to derive underlying term similarities. Infomap provides a query language

with which we can retrieve word vectors for our twenty keywords, and the centroid is

thus represented as the average of its constituent keyword vectors (Foltz et al., 1998)

(Hachey et al., 2005).

Dialogue acts from the meetings are represented in much the same fashion. For

each dialogue act, the vectors of its constituent words are retrieved, and the dialogue

act as a whole is the average of its word vectors. In previous experiments (Murray

et al., 2006) using this LSA centroid representation, extraction proceeded simply by

1http://infomap.stanford.edu
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measuring the cosine between the dialogue act vectors and the query vector. However,

the centroid approach did not fare as well as other unsupervised methods in that set of

experiments, and the extraction process is supplemented inthe current work. It was

hypothesized that relying solely on the LSA sentence representations for gauging sim-

ilarity to the centroid may have caused dialogue acts to be extracted that were only

vaguely related to the actual content of the centroid. That is, terms in a candidate dia-

logue may have had an underlying similarity to terms in the query despite the candidate

dialogue act not being particularly informative. In an attempt to increase precision, we

have therefore included two informativeness measures: thecentroid similarity as cal-

culated before, and a general informativeness score based on the sum of dialogue act

term-scores.

Extraction then proceeds along the same lines as MMR, described above, with the

harmonic mean of the two informativeness metrics as a singleinformativeness score,

penalized by a redundancy metric that is the maximum cosine of the candidate sentence

and all of the extracted sentences, using the LSA sentence vectors.

5.3 Speech-Specific Summarization Approaches

In this section we present summarization systems that exploit a variety of speech-

specific characteristics, in contrast to the systems described in the previous section,

which are entirely text-based.

5.3.1 Augmenting Text Summarization Approaches with SU.ID F

For each of the summarization approaches described in Section 5.2, which are im-

ported from the field of text summarization, we run the systems with both su.idf

andtf.idf as a further comparison of the term-weighting approaches incorporated into

commonly-used summarizers. The hypothesis is that the extraction techniques them-

selves are transferable between domains but can be improvedby modifying the term-

weight inputs to reflect the speech data. The summarization systems presented in this

chapter are more advanced than the relatively simple summarization method described

previously in Chapter 4.



Chapter 5. Extractive Summarization 68

5.3.2 Feature-Based Approaches

As described in detail in Chapter 3 Section 3.5.2 (page 31), the classifier used for the

following experiments is theliblinear logistic regression classifier.2.

This section introduces the features that are used for the machine learning experi-

ments and motivates their inclusion in the feature database.

The first class of features is prosodic features, or featureshaving to do with supra-

segmental characteristics of the speech signal. We take a “direct modeling” approach

to prosody (Shriberg & Stolcke, 2004), deriving prosodic features directly from the

signal rather than utilizing intermediate prosodic annotation schemes such as ToBI

(Silverman et al., 1992) or RAP (Dilley et al., 2006). There are two energy features,

mean energy and maximum energy. Both are normalized by speaker and by meeting, so

as to cancel out effects of speaker variety and microphone proximity. The mean energy

is the average energy level for the dialogue act, while the maximum energy feature is

the maximum energy level for that dialogue act. Both of thesefeature are motivated by

the observation that speakers tend to raise their voices in terms of intensity when they

are engaged in heated discussion or emphasizing a particular point they believe to be

salient.

Three F0 features are included in the features database: mean F0, max F0 and F0

standard deviation. For all F0 features, we discard the lower and upper 5th percentiles

of F0 values for each speaker in each meeting, so as to excludecases of pitch doubling

or segments where the pitch tracker drops out. The mean F0 is the average F0 value for

the dialogue act, the maximum F0 is the highest F0 value in thedialogue act, and the

F0 standard deviation is a measure of the spread of the dialogue act’s F0 values from

the dialogue act mean. The perceptual correlate of F0 is pitch, and increases in pitch

can often correlate with stress. Furthermore, a meeting participant speaking with an

expressive pitch contour might be signalling increased engagement compared with a

flat, monotone pronunciation. Of course, there are many factors that affect a speaker’s

pitch, such as emotion and syntactic structure, and these factors may outweigh or con-

found any pitch correlates of informativeness.

Other prosodic features relate to duration and pauses. The duration of the dialogue

act in seconds is included because a longer dialogue act verylikely contains more in-

formation than a short dialogue act. The length in number of words is also included,

due to the fact that a dialogue act might be very long in terms of time duration but with

2http://www.csie.ntu.edu.tw/ cjlin/liblinear/
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few informative words. A final duration feature is that of uninterrupted length, mean-

ing the length in seconds of the portion of each dialogue act not overlapped by another

dialogue act. This feature is included because it can signalareas of high multi-speaker

interaction on the one hand, wherein participants speak on top of one another and in-

terrupt each other, and areas where the current speaker clearly holds the floor without

interruption. The duration features here are very dependent on dialogue act segmenta-

tion, although it’s of course possible to use extraction units of varying granularity. In

Chapter 8 Section 8.3 (page 165) we explore the use of speakerspurts as opposed to

dialogue acts.

Two pause features are included, precedent pause and subsequent pause. Both are

based on the idea of ordering the meeting dialogue acts monotonically according to

start time. A dialogue act’s precedent pause is then the difference between its start time

and the end time of the preceding dialogue act. This value cantherefore be negative,

signalling dialogue act overlap. Similarly, subsequent pause is the difference between

the start time of the subsequent dialogue act and the end of the current dialogue act,

a value that can also be negative. These features clearly help to indicate areas of high

interaction by signalling overlap, as well as indicating long pauses that may be due to

a speaker gathering their thoughts in order to say something.

The final prosodic feature is a rough estimate of rate-of-speech, which is simply

the number of words in the dialogue act divided by the duration of the dialogue act in

seconds. A meeting participant speaking very rapidly mightindicate that the speaker is

engaged and conveying a large amount of information, and that that particular section

of the meeting might be a region of high information density.There are other possible

ways to measure rate-of-speech, many of them based on syllables or on voiced versus

unvoiced frames, but here we choose an intuitive method thatis quick to derive.

The features database includes two structural features. The first is the dialogue act’s

position in the meeting, with 0 representing the beginning of the meeting and 1 repre-

senting the end of the meeting. This feature is somewhat domain-specific, as it would

be expected that the beginnings and ends of meetings would have many information-

rich utterances due to the meeting leader introducing the topics to be discussed at the

beginning or summarizing what was discussed at the end.

The second structural feature is the dialogue act’s position in the speaker’s turn.

For example, a speaker might speak four dialogue acts in a row, in which case the

position of a given dialogue act among those four might be significant. Perhaps the

speaker is building to a point; or conversely, expanding on the initial point. A further
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motivation for including structural features in the database is that structural features

on textual data are used with great success (Edmundson, 1969) – for example, the

position of a sentence within an article and within a paragraph – and we similarly

hope to exploit structural characteristics of a speech record. Of course, speech data

inherently has less structure than text and so there are fewer structural characteristics

to exploit in comparison. Further meeting structure could possibly be exploited, such

as using automatic topic segmentation output (Hirschberg &Nakatani, 1998; Hsueh

& Moore, 2006), but in this research we concentrate on more easily derived meeting

structure.

The next class of features is related to speaker status, and these features aim to

measure how dominant a given speaker is in a meeting. The firstsuch feature is speaker

dominance according to number of dialogue acts spoken; specifically, what percentage

of total dialogue acts in the meeting does the speaker of the given dialogue act account

for? The second feature is similar but measures the dominance in speaking time rather

than number of dialogue acts: what percentage of total meeting speaking time does the

speaker of the given dialogue act account for? These dominance features are somewhat

domain-specific, and are included based on the intuition that a person who is more

dominant in a meeting is a person of higher status in the meeting group, e.g. the

project manager, and that such a person is more likely to utter high-level informative

utterances relating to the topics and agenda of a meeting. Such a speaker is also more

likely to summarize topics and the meeting as a whole. It should be noted that these are

not features of the individual dialogue acts, but rather features of the speakers of the

dialogue acts. The idea of dominance here is also fairly limited, as it relates purely to

social dominance and floor-holding; these features do not incorporate ideas of specific

participant roles, a speaker’s influence on other speakers,or deference to a particular

individual, to give a few examples. It is also possible that agiven speaker may be

dominant on a particular issue or topic but not in the meetingas a whole.

The final class of features in this database is lexical features of informativeness.

The two features of this class aretf.idf andsu.idf, described in detail in Chapter 4 (page

38). These features are included because it is presumed thatinformative dialogue acts

will tend to contain words with high term-weighting scores,and that the two weighting

methods may be complementary. Term-weight features in general are also motivated

by having been used with success in previous summarization work on both text and

speech. Each feature represents the sum of term scores across the given dialogue act.

To summarize the feature database overall, we have includedfeatures of prosody,
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Feature ID Description

ENMN mean energy

F0MN mean F0

ENMX max energy

F0MX max F0

F0SD F0 stdev.

MPOS meeting position

TPOS turn position

DDUR d. act duration

PPAU precedent pause

SPAU subsequent pause

UINT uninterrupted length

WCNT number of words

DOMD dominance (d. acts)

DOMT dominance (seconds)

ROS rate of speech

SUI su.idf sum

TFI tf.idf sum

Table 5.1: Features Key

meeting structure, speaker status, and lexical informativeness. They have been mo-

tivated by success in previous research, linguistic insight and intuitions on meeting

dynamics and structure. With the exception oftf.idf and word-count, every feature

captures a characteristic of the data that is specific to speech data. Table 5.1 summa-

rizes the features used.

5.4 Evaluation Protocols

The work in this section relies entirely on weighted precision/recall/f-score for eval-

uation. However, Chapter 6 (page 93) describes a large-scale extrinsic evaluation for

a variety of summary types, and Chapters 7 (page 126) and 8 (page 148) incorporate

ROUGE as an evaluation metric for specialized purposes.

5.5 Results - Imported Unsupervised Methods

Section 5.2 (page 64) described five unsupervised summarization methods that were

applied to our speech data, usingsu.idf and tf.idf as term-vector weights, as well as

running on both manual and ASR transcripts. The following sections report the results

on both AMI and ICSI meeting data.
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5.5.1 AMI Results

For all of the unsupervised methods applied to the AMI test data, the LSA centroid

method is superior on both manual and automatic transcriptswhen using thetf.idf

term-weighting scheme. The average f-score is 0.26 for manual transcripts and 0.27 for

automatic transcripts (the f-scores seem somewhat low because recall is very low due to

the short summary length). The average for MMR, the Steinberger/Ježek approach and

the novel SVD approach are 0.20, 0.20 and 0.18 for manual transcripts respectively,

and 0.19, 0.19 and 0.18 respectively when applied to ASR. TheLSA centroid method

is the only unsupervised method fortf.idf that shows slight improvement on ASR,

though the other approaches do not show marked degradation.For both manual and

ASR, the LSA centroid method is significantly better than each of the other methods

according to paired t-test (all p<0.05). Table 5.2 shows the weighted f-scores for each

meeting on both manual and ASR transcripts.

When usingsu.idf as the term-weighting scheme, the unsupervised approachesin

general show significant improvement in terms of weighted f-scores compared with

tf.idf. On manual transcripts, MMR improves from 0.20 to 0.25, the Steinberger/Ježek

approach improves from 0.20 to 0.29 and the novel SVD approach improves from

0.18 to 0.27. The LSA Centroid method on manual transcripts is the same using both

su.idf andtf.idf. The Steinberger/Ježek is significantly better than MMR and the LSA

Centroid approaches according to paired t-test (p<0.05) and significantly better than

the novel LSA approach (p<0.10). Table 5.3 shows the weighted f-score results for

each meeting.

On ASR transcripts usingsu.idf, the LSA centroid method and the Steinberger/Jezek

method are slightly superior. The LSA centroid method againimproves slightly on

ASR transcripts as compared with manual transcripts, with an average f-score of 0.28.

It is significantly better than MMR according to paired t-test (p<0.05).

5.5.2 ICSI Results

On the ICSI data usingtf.idf as the term-weighting scheme, the LSA centroid method is

significantly better than the other approaches (all p<0.05), with an average weighted

f-score of 0.13. All of the summarization methods show slight improvement when

applied to ASR, with the LSA centroid method again performing best, with an average

weighted f-score of 0.15. The centroid method is still significantly better than the

Steinberger/Ježek method and the novel LSA approach (bothp<0.05). Table 5.4 shows
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Meet MMR CENTR LSA-SJ LSA-Murr

ES2004a 0.32 0.44 0.26 0.28

ES2004b 0.17 0.17 0.13 0.16

ES2004c 0.14 0.25 0.09 0.13

ES2004d 0.14 0.25 0.16 0.12

ES2014a 0.29 0.49 0.31 0.26

ES2014b 0.17 0.21 0.17 0.18

ES2014c 0.13 0.23 0.12 0.14

ES2014d 0.06 0.21 0.14 0.11

IS1009a 0.39 0.49 0.30 0.30

IS1009b 0.21 0.18 0.25 0.20

IS1009c 0.26 0.21 0.23 0.17

IS1009d 0.12 0.33 0.20 0.16

TS3003a 0.29 0.32 0.28 0.23

TS3003b 0.17 0.18 0.21 0.18

TS3003c 0.22 0.24 0.21 0.15

TS3003d 0.22 0.23 0.22 0.22

TS3007a 0.26 0.25 0.27 0.25

TS3007b 0.13 0.17 0.16 0.15

TS3007c 0.15 0.17 0.16 0.18

TS3007d 0.14 0.20 0.15 0.13

AVERAGE 0.20 0.26 0.20 0.18

ES2004a-ASR 0.27 0.41 0.24 0.23

ES2004b-ASR 0.17 0.22 0.12 0.15

ES2004c-ASR 0.18 0.21 0.15 0.14

ES2004d-ASR 0.17 0.27 0.21 0.22

ES2014a-ASR 0.32 0.53 0.35 0.33

ES2014b-ASR 0.13 0.23 0.13 0.13

ES2014c-ASR 0.14 0.26 0.13 0.14

ES2014d-ASR 0.04 0.19 0.10 0.08

IS1009a-ASR 0.31 0.47 0.33 0.29

IS1009b-ASR 0.17 0.18 0.20 0.19

IS1009c-ASR 0.19 0.23 0.15 0.14

IS1009d-ASR 0.15 0.30 0.16 0.15

TS3003a-ASR 0.25 0.39 0.28 0.27

TS3003b-ASR 0.22 0.19 0.23 0.21

TS3003c-ASR 0.24 0.24 0.21 0.22

TS3003d-ASR 0.17 0.22 0.18 0.12

TS3007a-ASR 0.22 0.35 0.27 0.20

TS3007b-ASR 0.17 0.18 0.14 0.14

TS3007c-ASR 0.14 0.17 0.16 0.13

TS3007d-ASR 0.15 0.21 0.15 0.16

AVERAGE 0.19 0.27 0.19 0.18

Table 5.2: Unsupervised Systems, AMI Corpus, Weighted F-Scores on Manual and

ASR using tf.idf

MMR =maximal marginal relevance,CENTR=LSA centroid,LSA-SJ=Steinberger/Ježek SVD,LSA-Murr =novel SVD method
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Meet MMR CENTR LSA-SJ LSA-Murr

ES2004a 0.39 0.38 0.38 0.33

ES2004b 0.18 0.18 0.22 0.13

ES2004c 0.19 0.22 0.28 0.24

ES2004d 0.16 0.22 0.24 0.25

ES2014a 0.43 0.55 0.47 0.44

ES2014b 0.18 0.20 0.24 0.24

ES2014c 0.18 0.24 0.28 0.26

ES2014d 0.16 0.20 0.20 0.27

IS1009a 0.44 0.54 0.58 0.54

IS1009b 0.16 0.15 0.16 0.21

IS1009c 0.19 0.28 0.28 0.26

IS1009d 0.29 0.27 0.32 0.33

TS3003a 0.38 0.33 0.34 0.28

TS3003b 0.23 0.25 0.28 0.29

TS3003c 0.31 0.30 0.34 0.30

TS3003d 0.22 0.22 0.23 0.24

TS3007a 0.30 0.23 0.27 0.22

TS3007b 0.18 0.17 0.20 0.20

TS3007c 0.17 0.20 0.27 0.19

TS3007d 0.21 0.17 0.21 0.22

AVERAGE 0.25 0.26 0.29 0.27

ES2004a-ASR 0.36 0.39 0.35 0.35

ES2004b-ASR 0.15 0.23 0.20 0.24

ES2004c-ASR 0.20 0.22 0.25 0.22

ES2004d-ASR 0.24 0.26 0.26 0.20

ES2014a-ASR 0.48 0.59 0.50 0.52

ES2014b-ASR 0.20 0.21 0.20 0.18

ES2014c-ASR 0.20 0.23 0.27 0.28

ES2014d-ASR 0.17 0.21 0.18 0.21

IS1009a-ASR 0.51 0.51 0.54 0.54

IS1009b-ASR 0.15 0.17 0.18 0.18

IS1009c-ASR 0.20 0.24 0.22 0.23

IS1009d-ASR 0.34 0.26 0.21 0.26

TS3003a-ASR 0.39 0.40 0.36 0.35

TS3003b-ASR 0.19 0.26 0.27 0.26

TS3003c-ASR 0.31 0.31 0.34 0.31

TS3003d-ASR 0.23 0.27 0.26 0.26

TS3007a-ASR 0.31 0.37 0.30 0.26

TS3007b-ASR 0.16 0.18 0.22 0.18

TS3007c-ASR 0.19 0.17 0.23 0.18

TS3007d-ASR 0.18 0.22 0.19 0.21

AVERAGE 0.26 0.28 0.28 0.27

Table 5.3: Unsupervised Systems, AMI Corpus, Weighted F-Scores on Manual and

ASR using su.idf

MMR =maximal marginal relevance,CENTR=LSA centroid,LSA-SJ=Steinberger/Ježek SVD,LSA-Murr =novel SVD method
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Meet MMR CENTR LSA-SJ LSA-Murr

Bed004 0.11 0.13 0.09 0.09

Bed009 0.11 0.12 0.06 0.07

Bed016 0.16 0.18 0.10 0.15

Bmr005 0.04 0.09 0.05 0.04

Bmr019 0.07 0.10 0.08 0.05

Bro018 0.07 0.15 0.10 0.09

AVERAGE 0.09 0.13 0.08 0.08

Bed004-ASR 0.14 0.23 0.12 0.13

Bed009-ASR 0.11 0.13 0.08 0.09

Bed016-ASR 0.22 0.18 0.13 0.18

Bmr005-ASR 0.04 0.07 0.06 0.05

Bmr019-ASR 0.08 0.12 0.08 0.09

Bro018-ASR 0.14 0.17 0.08 0.08

AVERAGE 0.12 0.15 0.09 0.1

Table 5.4: Unsupervised Systems, ICSI Corpus, Weighted F-Scores on Manual and

ASR Transcripts using tf.idf

MMR =maximal marginal relevance,CENTR=LSA centroid,LSA-SJ=Steinberger/Ježek SVD,LSA-Murr =novel SVD method

the weighted f-scores for each meeting using both manual andASR transcripts.

Using su.idf as the term-weighting metric, the overall weighted f-scores for all

summarization approaches are again markedly higher than for tf.idf. On manual tran-

scripts, the Steinberger/Ježek method is the superior approach with a weighted f-score

of 0.16 on average and is significantly better than the the LSAcentroid method and

novel LSA method (p<0.1 and p<0.05, respectively), while on ASR that summariza-

tion approach suffers considerably and the LSA centroid method is superior with a

weighted f-score of 0.13 on average. On ASR, the centroid method is significantly

better than the Steinberger/Ježek method.

5.5.3 Discussion

The results of the unsupervised approaches reinforce the findings of Chapter 4 (page

38) thatsu.idf is superior totf.idf as a term-weighting scheme for the purposes of

speech summarization on this data. To compare between summarization approaches,

the LSA centroid approach is the superior method on both corpora. The summarization

approaches as a whole are resistant to ASR errors and generally do not suffer declines

in weighted f-score results.

The LSA Centroid method tends to perform similarly with bothsu.idf and tf.idf,

while the other three unsupervised methods show dramatic increases in f-scores using
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Meet MMR CENTR LSA-SJ LSA-Murr

Bed004 0.13 0.10 0.18 0.10

Bed009 0.13 0.14 0.16 0.09

Bed016 0.14 0.20 0.21 0.18

Bmr005 0.08 0.06 0.06 0.04

Bmr019 0.08 0.07 0.15 0.08

Bro018 0.19 0.18 0.19 0.16

AVERAGE 0.13 0.13 0.16 0.11

Bed004-ASR 0.10 0.13 0.10 0.08

Bed009-ASR 0.12 0.11 0.10 0.05

Bed016-ASR 0.18 0.21 0.12 0.12

Bmr005-ASR 0.06 0.07 0.05 0.09

Bmr019-ASR 0.08 0.13 0.05 0.04

Bro018-ASR 0.19 0.16 0.14 0.19

AVERAGE 0.12 0.13 0.09 0.1

Table 5.5: Unsupervised Systems, ICSI Corpus, Weighted F-Scores on Manual and

ASR Transcripts using su.idf

MMR =maximal marginal relevance,CENTR=LSA centroid,LSA-SJ=Steinberger/Ježek SVD,LSA-Murr =novel SVD method

su.idf. One explanation may be that the centroid itself does not actually use the term-

weights except in determining the top 20 keywords. This suggests thattf.idf rankings

may be more reliable than the actualtf.idf term-weights.

In general, there are no large differences between the Steinberger/Ježek SVD method

and the novel SVD method. They are comparable when applied tothe AMI data, and

while the former approach is superior on the ICSI manual transcripts, its scores de-

crease considerably on the ICSI ASR data and are worse on average than the novel

SVD method.

Regarding the effect of the different approaches on actual summary output, MMR

tends to extract longer units due to its general informativeness score being the sum

of dialogue act term scores. While short sentences will be extracted if they contain

very high-scoring words, and long sentences will not be extracted if they contain very

low-scoring words, there is nonetheless a tendency to extract long dialogue acts on

average. This is in contrast with the two SVD approaches, where the summarizers

show less favour towards long dialogue acts. The following is a summary excerpt

for AMI meeting TS3003c using MMR, illustrating the highest-scoring dialogue acts

according to this method:

Speaker D:And on top of that the LCD screen would um help in making
the remote control easier to use.

Speaker B:We’ve got um the buttons we have to use. The on-off , sound
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on-off , sound higher or lower, um the numbers, uh zero to uh uhnine.
Um the general buttons m more general b one button for shifting up and
shifting down uh channel.

Speaker D:But if we would make um a changing channels and changing
volume button on both sides, that would certainly yield great options for
the design of the remote.

Speaker A:Uh requirements are uh teletext, docking station, audio signal,
small screen, with some extras that uh button information.

Speaker D: So they would prefer uh a design where the remote control
just lies flat in the docking station.

In contrast, these are the top-scoring dialogue acts using the novel SVD method:

Speaker D: So they would prefer uh a design where the remote control
just lies flat in the docking station.

Speaker D: Um well the trend-watchers I consulted advised that it b
should be, the remote control and the docking station shouldbe telephone-
shaped.

Speaker D:So you could imagine that uh the remote control will be stand-
ing up straight in the docking station.

Speaker D:Uh the remote control and the docking station should uh blend
in in the in the room.

Speaker D:And on top of that the LCD screen would um help in making
the remote control easier to use.

Speaker C:Um well the kinetic energy source is rather fancy.

Note that in this particular example, the MMR excerpt shows substantially less

redundancy than the SVD method. Five of the six dialogue actsselected by the latter

system contain the phrases “remote control” and “docking station” together. While

both systems aim to reduce redundancy, the redundancy penalty is dealt with much

more explicitly in MMR. With the SVD method, the number of dialogue acts taken

from a given topic is determined by the relevant singular value, and so a degree of

redundancy is tolerated.

5.6 Results - Feature-Based Approach

This section presents the results of the machine learning approach using a multi-modal

features database for both the AMI and ICSI corpora.
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5.6.1 AMI Results

For the feature-based approaches, feature subset selection is carried out using a method

based on thef statistic as described in Chapter 3 Section 3.5.2 (page 31).The f

statistic for each feature is first calculated, and then feature subsets of sizen are tried,

where n equals 17, 15, 13, 11, 9, 7, 5, and 3, with then best features included at

each step based on the f statistic. The feature subset size with the highest balanced

accuracy during cross-validation is selected as the feature set for training. The logistic

regression model is then trained on the training data using that subset.

For the AMI data using manual transcripts, the best feature subset according to

balanced accuracy is the entirety of the original 17 features. The best five features in

order are dialogue act word count,su.idf score, dialogue act duration, uninterrupted

length of the dialogue act, andtf.idf score.

On ASR transcripts, the best feature subset according to balanced accuracy is again

the entirety of the 17 features. The best features in order are dialogue act word count,

dialogue act uninterrupted length,su.idf score,tf.idf score, and maximum energy.
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Figure 5.1: F statistics for AMI database features (feature ID key on p. 71)

For the AMI data on using manual transcripts, extractive dialogue acts can be best

characterized as having a slightly higher average energy level, a slightly higher aver-

age pitch, higher maximum energy and pitch levels, and a higher standard deviation

of pitch. They tend to occur slightly earlier in the meetingson average, and later in a

speaker’s turn. Specifically, the average extractive dialogue act occurs in the third or

fourth dialogue act of a turn. The average duration of an extractive dialogue act is 4.45
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seconds, compared with just 1.8 seconds for a non-extractive dialogue act. An extrac-

tive dialogue act often has a precedent pause, with an average of 0.3 seconds, whereas

a non-extractive dialogue act has a negative value of precedent pause, meaning there

tends to be overlap between multiple dialogue acts. For subsequent pause, this is re-

versed, in that extractive dialogue acts have a negative value, signalling speaker over-

lap, whereas non-extractive dialogue acts exhibit a positive value for subsequent pause.

The difference between non-extractive and extractive dialogue acts is even greater in

terms of uninterrupted duration of the dialogue act than fortotal duration of the dia-

logue act. Extractive dialogue acts differ from non-extractive dialogue acts greatly in

terms of word count, with extractive ones average nearly 13 words and non-extractive

ones less than 5. There is a small difference between the two classes in terms of

speaker dominance, though extractive dialogue acts are slightly more likely to have

been uttered by a participant who is more active and dominantin the meeting in gen-

eral. Extractive dialogue acts have a much higher rate-of-speech than non-extractive,

and much higher term-weight scores than non-extractive dialogue acts.

For ASR transcripts, the trends are very similar but with some slight differences.

For example, thesu.idf andtf.idf scores on ASR are lower for both classes on average.

The rate-of-speech for non-extractive dialogue acts is higher for ASR than for manual

transcripts, as the feature is roughly calculated at the word level and the automatic

transcript suffers from word insertions. The features relating to word energy and F0

differ slightly because of different word segmentation, but the class differences remain

similar.

Figure 5.1 shows the histograms of the featuref statistics using both the manual

and ASR databases.

A receiver operator characteristic (ROC) curve plots the ratio of true-positives to

false-positives in the classified test data. The ROC curve isa effective evaluation of

a classifier because it is not dependant on a particular posterior probability threshold

or, in our case, a particular summary length. Figure 5.2 shows the ROC curves for the

logistic regression classifiers applied to the AMI test data, using both manual and ASR

transcripts. The areas under the curve (AUROC), calculating by divided the area of the

graph under the curves into trapezoidal spaces and calculating their individuals areas,

are 0.855 for manual transcripts and 0.85 for ASR transcripts. Chance level classifica-

tion would be 0.5, represented as a diagonal curve from the lower-left to upper-right of

the plot.

Table 5.6 lists the weighted f-scores for the 700-word summaries on manual and
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Figure 5.2: ROC Curves for logistic regression Classifiers on AMI data

ASR transcripts using the feature-based approach. There isno significant difference

between the manual and ASR f-scores according to paired t-test, and the ASR scores

are on average slightly higher.

5.6.1.1 Features Analysis

Section 5.6.1 reported a brief features analysis accordingto each feature’sf statistic

for the extractive/non-extractive classes. This section expands upon that by examining

how useful different subsets of features are for classification on their own. While we

found that the optimal subset according to automatic feature subset selection is the

entirety of the features database, it is still interesting to examine performance using

only certain classes of features on this data. We therefore divide the features into five

categories:

• Prosodic features: The features of energy, pitch, pause, and rate-of-speech,for

a total of 8 features.

• Length features: The features of total dialogue act length, uninterrupted length,

and dialogue act duration, for a total of 3 features.

• Speaker features: The two features of speaker dominance are considered as a

class of their own.

• Structural features: There are two structural features: the position of the dia-

logue act in the meeting and the position in the speaker’s turn.
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Meet Manual ASR

ES2004a 0.38 0.40

ES2004b 0.16 0.16

ES2004c 0.17 0.18

ES2004d 0.25 0.24

ES2014a 0.37 0.37

ES2014b 0.16 0.17

ES2014c 0.17 0.18

ES2014d 0.12 0.13

IS1009a 0.38 0.39

IS1009b 0.11 0.11

IS1009c 0.15 0.11

IS1009d 0.22 0.26

TS3003a 0.39 0.39

TS3003b 0.15 0.15

TS3003c 0.15 0.17

TS3003d 0.18 0.19

TS3007a 0.34 0.32

TS3007b 0.15 0.14

TS3007c 0.12 0.12

TS3007d 0.16 0.17

AVERAGE 0.21 0.22

Table 5.6: AMI Corpus, Weighted F-Scores on Manual and ASR Transcripts for Feature-

Based Approach
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Table 5.7: AUROC Values, AMI Corpus, Manual Transcripts

• Term-weight features: There are two term-weight features,tf.idf andsu.idf.

One note of interest is that dialogue act duration is not considered as a prosodic

feature here. Previous work (Murray et al., 2006; Maskey & Hirschberg, 2005) has

reported the duration of the extraction unit as being the best prosodic feature, but as the

raw duration is simply correlated to word count, which is also a known useful feature in

text summarization, we choose to differentiate between purely prosodic features on the

one hand and what we term “length features” on the other. Thatallows us to examine

how “real” prosodic features such as pitch and energy aid summarization classification.

It should also be noted that the “speaker features” are not atall features of the

individual dialogue acts, but rather of the speakers themselves. They would not be

expected to perform well on their own in a classification task, but are included here for

completeness.

Each feature subset is used to train a logistic regression classifier and each classifier

is run on the AMI test set, first on manual transcripts then on ASR. We again evaluate

the goodness of the classifier using the ROC curve and the AUROC. Figure 5.7 shows

the performance of each feature subset classifier relative to chance performance. The

AUROCs are as follows: 0.537 for speaker features, 0.655 forstructural features, 0.743

for the prosodic features, 0.839 for length features and 0.842 for term-weight features.

The first result to note is that no feature subset classifier AUROC is as good as

the AUROC for the full feature set reported in Section 5.6.1,0.855. The best feature

subsets overall are the features of length and of term-weights. The most interesting re-

sult, however, is that prosodic features of pitch, energy, pause and rate-of-speech alone
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structural features
speaker features
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Fea. Subset AUROC

Prosodic 0.728

Structural 0.655

Speaker 0.532

Length 0.841

Term-Weight 0.835

Table 5.8: AUROC Values, AMI Corpus, ASR Transcripts

result in very respectable classification. It is encouraging and worth emphasizing that

prosodic features other than durational features are very useful for extractive classifi-

cation. It is also slightly surprising that the two structural features alone performed as

well as they did, well above chance levels using only the dialogue act position in the

meeting and in the speaker turn.

Figure 5.8 shows the ROC curves for the classifiers applied tothe ASR database.

The AUROCs are as follows: 0.532 for the speaker features, 0.655 for the structural

features, 0.728 for the prosodic features, 0.841 for the length features, and 0.835 for

the term-weight features. The trends are much the same as with manual transcripts, but

with a few intriguing differences. Prosodic features stillperform very well but slightly

lower than on manual transcripts. This result may seem counter-intuitive at first. With

an errorful ASR transcript, it might be expected that prosodic features would be more

valuable and term-weight features less valuable. Of course, the prosodic features rely

on word segmentation and the prosodic data can become noisy when word boundaries

are incorrect. The term-weight features are also slightly worse, while length features

are slightly more effective on the ASR data.

5.6.2 ICSI Results

For the ICSI corpus using manual transcripts, the optimal feature subset consists of

15 features according to balanced accuracy, excluding meanF0 and precedent pause.

The best 5 features according to thef statistic are dialogue act word count, uninter-

rupted length,su.idf score,tf.idf score and dialogue act duration. Figure 5.3 shows the
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histograms for the featuref statistics using both the manual and ASR databases.

The optimal subset for ASR transcripts was again 15 features, excluding mean F0

and precedent pause, with the best 5 features being dialogueact word count, uninter-

rupted length,su.idf, dialogue act duration, andtf.idf.
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Figure 5.3: F statistics for ICSI database features

The extractive dialogue acts in the ICSI corpus using manualtranscripts can be

characterized as having high average energy and pitch levels, high maximum pitch and

energy levels, and a high pitch standard deviation. They tend to occur earlier in the

meeting on average, and later in a speaker’s turn. The average duration is more than

4.5 seconds, compared with less than 2 seconds for the average non-extractive dialogue

act. Similar to the AMI corpus, there tends to be a long precedent pause, but a neg-

ative subsequent pause, i.e. overlap at the end of the dialogue act. The uninterrupted

duration of the dialogue act is much greater than for non-extractive dialogue acts. The

average word count is more than 15, compared with just over 6 for the negative class.

Extract-worthy dialogue acts tend to be spoken by meeting participants who are more

dominant in the meeting as a whole. The rate-of-speech is considerably higher for the

positive class, and both term-weight scores are much higherfor extractive dialogue

acts than for non-extractive dialogue acts.

Figure 5.4 shows the ROC curves for the logistic regression classifiers applied to

the ICSI data for both manual and ASR transcripts. The AUROC for manual transcripts

is 0.818 and for ASR transcripts it is 0.824.

Table 5.9 shows the weighted f-scores for the 700-word summaries for both manual
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Figure 5.4: ROC Curves for logistic regression Classifiers on ICSI data

Meet Manual ASR

Bed004 0.13 0.13

Bed009 0.17 0.17

Bed016 0.13 0.21

Bmr005 0.14 0.12

Bmr019 0.10 0.11

Bro018 0.12 0.15

AVERAGE 0.13 0.15

Table 5.9: ICSI Corpus, Weighted F-Scores on Manual and ASR Transcripts for

Feature-Based Approach

and ASR transcripts using the feature-based approach. As with the AMI corpus, there

is no significant difference between manual and ASR results and the ASR average is

slightly higher.

5.6.2.1 Features Analysis

In this section we report the result of the separate feature subsets on classification.

The five subsets are the same as reported above for the AMI data: prosodic features,

structural features, speaker features, length features, and term-weight features.

The ROC curves for each classifier applied to manual transcripts are shown in

Figure 5.10. The AUROCs for the relevant feature subsets areas follows: 0.559 for

speaker features, 0.668 for structural features, 0.728 forprosodic features, 0.776 for

term-weight features, and 0.809 for length features. Again, no subset alone is superior

to using all of the features for classification, though for manual transcripts the length
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features subset is competitive. An interesting result is that for the ICSI data the length

feature is considerably superior to the term-weight features. We also find, similar to

the result with AMI data, that prosodic features alone are able to perform respectable

summarization classification.

The ROC curves for each classifier applied to ASR transcriptsare shown in Figure

5.11. The AUROCs for the relevant feature subsets are as follows: 0.559 for speaker

features, 0.667 for structural features, 0.683 for prosodic features, 0.755 for term-

weight features, and 0.812 for length features. The AUROC for prosodic features is

noticeably worse when applied to ASR transcripts. For the ICSI corpus, length features

are much more useful than term-weight features, whereas forthe AMI corpus those two

feature subsets were more comparable.

5.6.3 Combined Training Data

As an attempt to investigate domain-independent features for meeting summarization,

the training data for the AMI and ICSI corpora are combined tocreate a single train-

ing set. The test sets for both corpora are then classified using the combined model.

Feature subset selection is carried out as described previously (e.g. Chapter 3 Section

3.5.2, page 31), and in this case the optimal subset according to balanced accuracy is

n=15 for manual transcripts, with mean F0 and precedent pause excluded. The best five

features in order according to thef statistic aresu.idf score, dialogue act word count,

uninterrupted length,tf.idf score, and dialogue act duration. For ASR transcripts, the

optimal subset consists of the entirety of the 17 features. The best five features accord-

ing to the f statistic are word count,su.idf score, uninterrupted length,tf.idf score and

duration.

It can be seen that there is no increase in summarization performance after combin-

ing the training data. Table 5.12 shows the AMI results for 700 word summaries, with

human transcript summaries scoring slightly higher and ASRtranscript summaries

scoring the same. Table 5.13 shows the results for the ICSI corpus, with the manual

and ASR transcript summaries both scoring slightly lower onaverage. The AUROCs

are lower for all four classifiers. Both AMI classifiers have AUROCs of 0.83 while the

ICSI classifiers have AUROCs of 0.78 and 0.81 for manual and ASR, respectively.
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Meet Manual ASR

ES2004a 0.34 0.39

ES2004b 0.16 0.16

ES2004c 0.17 0.13

ES2004d 0.18 0.18

ES2014a 0.41 0.35

ES2014b 0.16 0.16

ES2014c 0.16 0.15

ES2014d 0.12 0.15

IS1009a 0.41 0.45

IS1009b 0.15 0.10

IS1009c 0.18 0.11

IS1009d 0.32 0.28

TS3003a 0.36 0.36

TS3003b 0.20 0.17

TS3003c 0.27 0.12

TS3003d 0.17 0.21

TS3007a 0.23 0.29

TS3007b 0.17 0.15

TS3007c 0.18 0.12

TS3007d 0.16 0.20

AVERAGE 0.23 0.22

Table 5.12: AMI Corpus, Weighted F-Scores on Manual and ASR Transcripts for

Feature-Based Approach, Combined Training Data

Meet Manual ASR

Bed004 0.12 0.13

Bed009 0.14 0.15

Bed016 0.13 0.21

Bmr005 0.12 0.12

Bmr019 0.09 0.10

Bro018 0.14 0.15

AVERAGE 0.12 0.14

Table 5.13: ICSI Corpus, Weighted F-Scores on Manual Transcripts for Feature-Based

Approach, Combined Training Data
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5.6.4 Discussion

For the feature-based machine-learning approaches, we findthat optimal results are

derived by using a variety of multi-modal features for this data, including lexical,

prosodic, structural, length and speaker features. For both the AMI and ICSI corpora,

the optimal feature subsets include each of these feature types. This is attested both

through feature subset selection on the training data, where a wide variety of features

result in superior balanced accuracy during cross-validation, and in classification of the

test data, where the best AUROC results are derived by using acombination of multi-

modal features. And though term-weight and length featurescan at times perform very

well, the only consistent set is the entire feature set. For example, term-weight features

alone result in respectable classification on the AMI test set using manual transcripts,

but less well on the AMI ASR test set, and much less well on the ICSI data in general.

The length features are more consistent but never superior to the full feature set. The

disadvantage of relying on length features is that fewer dialogue acts are extracted as

a result of favoring very long dialogue acts, thereby lowering recall scores. As seen

in this excerpt of AMI meeting TS3003c summarized using onlylength features, three

dialogue acts alone account for about 120 words of the summary.

Speaker D:’Cause we would have to make one w uh control which would
fit in with a wooden cover and a plastic cover. The more original one, or
the more standard one.

Speaker B:We’ve got um the buttons we have to use. The on-off, sound
on-off, sound higher or lower, um the numbers, uh zero to uh uhnine.
Um the general buttons m more general b one button for shifting up and
shifting down uh channel.

Speaker B:Um double push push um, if double click, um so uh you get
uh big uh subtitles, for uh people uh um uh which c f uh who can’tuh read
small uh subtitles .

Compression techniques can help distill these dialogue acts to their essence, but in

Chapter 8 Section 8.3 (page 165) we also consider using extraction units of a finer

granularity than entire dialogue acts.

To contrast, summaries created using only prosodic features such as pitch, energy

and rate-of-speech do not favour longer dialogue acts at alland as a result have higher

recall scores. Here we provide an excerpt of meeting TS3003cgenerated using only

these prosodic features:

Speaker A:Look I’ve got a new remote control, and uh

Speaker C:Because, like on your mobile phone, it’s always above.
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Speaker A: I think uh elderly people just like to have everything in place.

Speaker D:I think that was a very good point.

Speaker A: Uh f I think first of all we have to see uh it is possible to
introduce kinetic energy in our budget, I think.

Speaker C:About the components design.

Speaker D: if you’d allow me to go to the flat board, SMARTboard.

To compare the supervised and unsupervised methods presented in this chapter, it

is worth pointing out that the use of weighted f-score as the overall metric obscures

one fact. While the best unsupervised methods from Section 5.5 (page 71) have com-

parable f-scores to the supervised methods described in this section, their precision is

much lower. For example, the average weighted precision forthe machine-learning ap-

proach on the AMI test set with manual transcripts is 0.64, whereas the LSA Centroid

method that performed best overall among the unsupervised methods has an average

weighted precision of only 0.54. In terms of weighted precision, the feature-based

approach is significantly better (p<0.05). The difference is even more striking on the

ICSI data. The machine-learning approach and the LSA centroid method applied to

manual transcripts have comparable f-scores, but the weighted precision for the former

is 0.46 compared with 0.28 for the latter (again significant at p<0.05). The unsuper-

vised approaches have comparable or even higher f-scores because their recall scores

are substantially higher and precision is lower. The reasonfor the supervised approach

having lower recall is that the length features are very indicative of informativeness,

and so the units of extraction tend to be very long in the machine-learning approach.

In contrast, the unsupervised methods will sometimes extract shorter units and there-

fore extract more dialogue acts for a given compression rate. In Chapter 8 Section 8.3

(page 165), we explore the use of spurts instead of dialogue acts as our unit of extrac-

tion, for the dual purposes of faster segmentation of the speech stream and a finer level

of granularity for our extractive summarization units.

This difference between precision and recall also relates to the comparison of our

best machine-learning results to human extraction performance. The creation of human

extractive summaries at the same compression level is described in detail in Chapter

4 Section 4.1.3 (page 46). If we compare average weighed f-scores, the human sum-

marizers are considerably better for both corpora. The reason again is that more units

will be extracted for a given compression rate because some of the units are shorter,

whereas our logistic regression model favors longer extraction units. However, if we

compare solely in terms of weighted precision, we see that weattain human-level pre-



Chapter 5. Extractive Summarization 91

Meet A-P A-R A-F H-P H-R H-F

ES2004a 0.60 0.27 0.38 0.67 0.56 0.61

ES2004b 0.68 0.09 0.16 0.83 0.25 0.39

ES2004c 0.70 0.10 0.17 0.58 0.18 0.28

ES2004d 1.09 0.14 0.25 1.03 0.30 0.45

ES2014a 0.63 0.26 0.37 0.82 0.58 0.68

ES2014b 0.78 0.09 0.16 0.80 0.22 0.35

ES2014c 0.85 0.10 0.17 1.21 0.32 0.51

ES2014d 0.46 0.07 0.12 0.63 0.25 0.36

IS1009a 0.61 0.28 0.38 1.16 0.70 0.86

IS1009b 0.57 0.06 0.11 1.15 0.25 0.41

IS1009c 0.40 0.09 0.15 0.72 0.33 0.45

IS1009d 0.64 0.13 0.22 1.10 0.44 0.63

TS3003a 0.56 0.30 0.39 0.68 0.47 0.52

TS3003b 0.56 0.09 0.15 0.98 0.28 0.44

TS3003c 0.57 0.09 0.15 0.93 0.30 0.45

TS3003d 0.49 0.11 0.18 0.70 0.30 0.42

TS3007a 0.60 0.23 0.34 0.86 0.51 0.63

TS3007b 0.61 0.08 0.15 0.65 0.19 0.29

TS3007c 0.56 0.07 0.12 0.92 0.24 0.38

TS3007d 0.75 0.09 0.16 0.86 0.21 0.34

AVERAGE 0.64 0.14 0.21 0.87 0.35 0.47

Table 5.14: AMI Human Summarization Scores Comparison

A-P=automatic summarizer precision,A-R=automatic summarizer recall,A-F=automatic summarizer f-score,H-P=human

summarizer precision,H-R=human summarizer recall,H-F=human summarizer f-score

cision on the ICSI corpus as a whole, and human-level performance on several AMI

test set meetings. Tables 5.14 and 5.15 compare the best automatic classification results

with human classification results for the AMI and ICSI corpora, respectively, using the

ASR-aligned databases. For the ICSI corpus, the results on manual transcripts are ac-

tually superior to human performance according to weightedprecision, averaging 0.46

compared with 0.41 for humans.

The ICSI scores overall are lower than the AMI scores, reflecting lower inter-

annotator agreement on that corpus as reported in Chapter 3 Section 3.3.2.1 (page

30). And whereas we achieve human-level performance on the ICSI corpus, there is

still a substantial gap between machine and human performance on the AMI corpus.

5.7 Conclusions

In this chapter we have presented a variety of supervised andunsupervised extractive

summarization techniques for spontaneous meeting speech.Amongst our unsuper-
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Meet A-P A-R A-F H-P H-R H-F

Bed004 0.33 0.08 0.13 0.41 0.17 0.23

Bed009 0.48 0.07 0.12 0.39 0.17 0.23

Bed016 0.40 0.08 0.14 0.42 0.14 0.20

Bmr005 0.70 0.04 0.08 0.52 0.12 0.19

Bmr019 0.43 0.06 0.10 0.40 0.14 0.21

Bro018 0.41 0.09 0.14 0.34 0.12 0.16

AVERAGE 0.46 0.07 0.12 0.41 0.14 0.20

Table 5.15: ICSI Human Summarization Scores Comparison

A-P=automatic summarizer precision,A-R=automatic summarizer recall,A-F=automatic summarizer f-score,H-P=human

summarizer precision,H-R=human summarizer recall,H-F=human summarizer f-score

vised approaches, we find that the novel LSA centroid method consistently performs

the best. More broadly, we find that all of the unsupervised approaches are made much

more effective by using a term-weighting scheme more robustthan the standardtf.idf

scheme. Specifically, the novel term-weighting methodsu.idf was very useful for both

the unsupervised systems and as a feature in the supervised model.

For the supervised method using a logistic regression classifier trained on labelled

data, we find that using a variety of features from the data yields optimal performance,

superior to simply treating the data as noisy text and using only text summarization

methods. Even prosodic features alone yield decent summarization results according

to the classifier AUROC measures. This finding is encouragingin that we considered

length features to be a separate class from the prosodic features, and still find prosodic

features relating to F0, energy, pause and rate-of-speech to be very effective indicators

of informativeness.

Weighted f-score results are generally lower on the ICSI corpus than on the AMI

corpus, reflecting the lower inter-annotator agreement on that data, and our summarizer

performance on that data is actually closer to human-level performance than with the

AMI data. Regarding the features analysis, the length features are considerably more

useful than term-weight features for creating summaries ofthe ICSI test set, whereas

these two feature subsets are more comparable for the AMI test set.



Chapter 6

Extrinsic Evaluation - A Decision Audit

Task

6.1 Introduction

In previous chapters, the automatic summaries were evaluated intrinsically by scoring

them according to multiple human annotations of informativeness. That is, they were

evaluated according to how well their information content matched the information

content of gold-standard summaries. A more comprehensive and reliable evaluation

of the quality of a given summary, however, is the degree to which it aids a real-

world extrinsic task: an indication not just of how informative the summary is, but

how useful it is in a realistic task. As mentioned in the introduction to this thesis,

the purpose of these summaries is not to serve as stand-aloneindicators of meeting

information content, but to aid usernavigationof the entire meeting content. The

meeting summaries are meant to index the greater overall meeting record. We therefore

design an extrinsic task that models a real-world information need, create multiple

experimental conditions comprised of various representations of meeting information

content, and enlist subjects to participate in the task.

The chosen task is adecision audit, wherein a user must review previously held

meetings in order to determine how a given decision was reached. This involves the

user determining what the final decision was, which alternatives had previously been

proposed, and what the arguments for and against the variousproposals were. The

reason this task was chosen is that it represents one of the key use cases for AMI

technologies - that of aidingcorporate memory, the storage and management of a

organization’s knowledge, transactions, decisions, and plans. A organization may find

93
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itself in the position of needing to review or explain how it came to a particular position

or why it took a certain course of action. When business meetings are archived and

summarized, this task should be made much more efficient.

The decision audit represents a complex information need that cannot be satisfied

with a simple one-sentence answer. Relevant information will be spread throughout

several meetings and may appear at multiple points in a single discussion thread. Be-

cause the decision audit does not only involve knowingwhat decision was made but

also determiningwhythe decision was made, the person conducting the audit will need

to understand the evolution of the meeting participants’ thinking and the range of fac-

tors that led to the ultimate decision. For a particular decision audit task, the decision

itself may be a given. Because the person conducting the decision audit does not know

which meetings are relevant to the given topic, there is an inherent relevance assess-

ment task built into this overall task. Their time is limitedand they cannot hope to scan

the meetings in their entirety and so must focus on which meetings and meeting sec-

tions seem most promising. It should be noted, however, thatnone of the summaries

described in the conditions below were generated with this particular information need

in mind. They are strictly generic.

6.2 Related Extrinsic Evaluation Work

This section describes previous extrinsic evaluations relating either to summarization

specifically, or else to the browsing of multi-party interactions more generally. We then

describe how our decision audit browsers fit into a typology of multi-media interfaces.

In the field of text summarization, a commonly used extrinsicevaluation has been

the relevance assessmenttask (Mani, 2001b). In such a task, a user is presented with

a description of a topic or event and then must decide whethera given document (e.g.

a summary or a full-text) is relevant to that topic or event. Such schemes have been

used for a number of years and on a variety of projects (Jing etal., 1998; Mani et al.,

1999; Harman & Over, 2004). Due to problems of low inter-annotator agreement on

such ratings, Dorr et al. (2005) proposed a new evaluation scheme that compares the

relevance judgement of an annotator given a full text with that same annotator given a

condensed text.

Another type of extrinsic evaluation for summarization is the reading comprehen-

sion task (Hirschman et al., 1999; Morris et al., 1992; Mani, 2001b). In such an

evaluation, a user is given either a full source or a summary text and is then given a
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multiple-choice test relating to the full source information. A system can then calcu-

late how well they perform on the test given the condition. This evaluation framework

relies on the idea that truly informative summaries should be able to act as substitutes

for the full source. This doesn’t hold true for certain classes of summaries such as

query-dependent or indicative summaries. In the case of query-dependent summaries,

it would be expected that reading a summary would yield better comprehension than

reading the full source if the full source contained a great deal of information irrelevant

to the task questions. Of course, the extrinsic task could betailored to suit various sum-

mary types, e.g. by comparing an automatically generated query-dependent summary

to a human-authored query-dependent summary for a reading comprehension task.

In the DUC conferences1, human judges assign a pseudo-extrinsicresponsiveness

score to each machine summary, representing how well the given summary satisfies the

information need in the query. This is not a true task-based extrinsic evaluation, but

does give a sense of the potential utility of the summary in light of the query. Daumé

and Marcu (2005) have suggested that DUC adopt an extrinsic evaluation framework

in future years, specifically suggesting a relevance prediction task, and pointing out

that some of the considerable time and labor required for annotations such as for the

Pyramid scheme could be spent implementing a simple task-based evaluation.

Wellner et al. (2005) introduced the Browser Evaluation Test (BET), in whichob-

servations of interestare collected for each meeting, e.g. the observation “Susansays

the footstool is expensive.” Each observation is presentedas both a positive and neg-

ative statement and the user must decide which statement is correct by browsing the

meetings and finding the correct answer. It is clear that sucha set-up could be used

to evaluate summaries and to compare summaries with other information sources. We

chose not to use this evaluation paradigm, however, becausethe observations of inter-

est tend to be skewed towards a keyword search approach, where it would always be

simpler just to search for a word such as “footstool” rather than read a summary. It

might be possible to set up the BET in such a manner that the observations of interest

are less biased towards a particular type of content extraction, but we instead choose

a more complex information need for our evaluation. There are some similarities be-

tween the BET and the TREC Interactive Track (Hersh & Over, 2001), as the latter

examines the ability of a human searcher to answer a set of questions given a particu-

lar information retrieval system. In the Interactive Track, there is a focus not only on

the result but on the searching process, an idea that is inherent in the decision audit

1http://duc.nist.gov
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task as well.

Also on the AMI project, the Task-Based Evaluation (TBE) (Kraaij & Post, 2006)

evaluates multiple browser conditions containing variousinformation sources relating

to a series of AMI meetings. Participants are brought in fourat a time and are told that

they are replacing a previous group and must finish that group’s work. In essence, the

evaluation involves re-running the final meetings of the series with new participants.

The participants are given information related to the previous group’s initial meetings

and must finalize the previous group’s decisions as best as possible given what they

know. The reason we did not choose the TBE for this summarization evaluation is that

the TBE evaluation relies on lengthy post-questionnaire results rather than more ob-

jective criteria. For example, users are asked to rate the statement “There is no better

information source than this browser,” when they may not in fact be in the position

to know whether or not there are better options. The TBE is also more costly to run

than our decision audit task, as it requires having groups offour people spend an after-

noon reviewing previous meetings and conducting their own meetings, which are also

recorded, whereas the decision audit is an individual task.

The SCANMail browser (Hirschberg et al., 2001; Whittaker etal., 2002) is an

interface for managing and browsing voicemail messages, with multi-media compo-

nents such as audio, ASR transcripts, audio-based paragraphs, and extracted names

and phone numbers. To evaluate the browser and its components, the authors com-

pared the SCANMail browser to a state-of-the-art voicemailsystem on four key tasks:

scanning and searching messages, extracting information from messages, tracking the

status of messages (e.g. whether or not a message has been dealt with), and archiving

messages. Both in a think-aloud laboratory study and a larger field study, users found

the SCANMail system outperformed the comparison system forthese extrinsic tasks.

The field study in particular yielded several interesting findings. In 24% of the times

that users viewed a voicemail transcript with the SCANMail system, they did not resort

to playing the audio. This testifies to the fact that the transcript and extracted informa-

tion can, to some degree, act as substitutes for the signal, which user comments also

back up. On occasions when users did play the audio, 57% of thetime they did not play

the entire audio. Most interestingly, 57% of the audio play operations resulted from

clicking within the transcript. The study also found that users were able to understand

the transcripts even with recognition errors, partly by having prior context for many of

the messages.

The SpeechSkimmer browser (Arons, 1997) is an audio-based browser incorporat-
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ing skimming, compression and pause-removal techniques for the efficient navigation

of large amounts of audio data. The authors conducted a formative usability study in

order to refine the interface and functionality of SpeechSkimmer, recruiting partici-

pants to find several pieces of relevant information within alarge portion of lecture

speech using the browser. Results were gleaned both from a think-aloud experiment

structure as well as follow-up questions on ease of use. The researchers found that

experiment participants often began the task by listening to the audio at normal speed

to first get a feel for the discussion, and subsequently made good use of the skimming

and compression features to increase search efficiency.

Whittaker et al. (2008) described a task-oriented evaluation of a browser for navi-

gating meeting interactions. The browser contains a manualtranscript, a visualization

of speaker activity, audio and video streams with play, pause and stop commands,

and artefacts such as slides and whiteboard events (the slides, but not the whiteboard

events, are indices into the meeting record). Users were given two sets of questions

to answer, the first set consisting of general “gist” question about the meeting, and

the second set comprised of questions about specific facts within the meeting. There

were 10 questions in total to be answered. User responses were subsequently scored

on correctness compared with model answers. There are several interesting findings

from this task-based evaluation. While general performance was not high, users found

it much easier to answer specific questions than “gist” questions using this browser

setup. This has special relevance for our work, as certain types of information needs

might be easily satisfied without recourse to derived data such as summaries or topic

segments, but getting the general gist of the meeting seems to be much more diffi-

cult. Very interestingly, users often felt that they had performed much better than they

actually had. Specifically, users seemed to be unaware that they had missed relevant

or vital information and felt that they had provided comprehensive answers. Across

the board, participants focused on reading the transcript rather than beginning with the

audio and video records directly.

6.2.1 Multi-Modal Browser Types

Tucker and Whittaker (2004) provided an overview of the mechanisms available for

browsing multi-modal meetings. They established a four-way browser classification:

audio-based browsers, video-based browsers, artefact-based browsers, and derived

data browsers. With audio-based browsers, the audio recordings of the meeting are
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the main focus, and are sometimes coupled with a visual indexfor navigating through

the audio record by clicking on, for example, speaker segments (Kimber et al., 1995).

Other audio browsers feature the facility to alter playbackspeed or to compress the

audio in some fashion (Arons, 1997; Tucker & Whittaker, 2006).

With video browsers, both audio and video are provided to theuser, but the focus

is on the video. These browsers are highly dependent on the actual environment of

the meetings, as in some cases each participant will have a camera trained solely on

them with additional room-view cameras (Carletta et al., 2005), and in other cases

there may be a single panoramic camera for recording the meetings (Lee et al., 2002).

As with audio browsers, there may be a separate visual index or a facility for speed-

up or compression. Another possibility for video browsers is to extractkeyframesor

video grabs, which are relevant static images from the videostream, and then present

the keyframes in a story-board or comics format (Girgensohnet al., 2001; Kleinbauer

et al., 2007).

The third class as established by Tucker and Whittaker is comprised of artefact-

based browsers, with artefacts being information recordedin the meeting other than the

audio/video streams. For the AMI meetings, artefacts include slides, notes, whiteboard

drawings, and emails. Each of these can be very informative,and by synchronizing all

of these sources of information to the audio/video record, aperson using the browser

can more fully get a sense of the meeting interactions. Furthermore, artefacts such as

slides can be useful for indexing into the audio/video record.

The fourth class is comprised of browsers incorporating derived data forms. These

browsers feature components that result from in-depth analysis of the meetings rather

than simply recording various phenomena in the meetings. These components include

ASR transcripts, topic segmentation, automatically generated summaries, dialogue act

segmentation and labelling, and emotion or sentiment detection. These components

provide structure and semantics to the meeting record, and again can act as efficient

indices into the meeting record.

In light of this classification scheme, our decision audit browsers are video browsers

incorporating derived data forms. Although other incarnations of our browsers contain

meeting artefacts such as slides, we simplify the browsers as much as possible for this

task by putting the focus on derived data forms and their usefulness for browsing the

meeting records. Each version of the experimental browser is built using the JFerret

(Wellner et al., 2004), an easily modifiable multi-media browser framework2.

2http://www.idiap.ch/mmm/tools/jferret
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6.3 Task Setup

The data for the extrinsic evaluation is one meeting series ES2008 from the AMI cor-

pus, comprised of 4 related, sequential meetings. The particular meeting series is cho-

sen because it has been used in previous AMI extrinsic evaluations and the participant

group in that series worked well together on the task. The group took the task seri-

ously and exhibited deliberate and careful decision-making processes in each meeting

and across the meetings as a whole.

6.3.1 Task Overview

The extrinsic task is an individual task, unlike the AMI TBE,described above, which

was a group-based scenario task. We recruited only participants who were native En-

glish speakers and who had not participated in previous AMI experiments or data col-

lection. 10 subjects were run per condition, for a total of 50subjects. For each condi-

tion, 6 participants were run in Edinburgh and 4 were run at DFKI, an AMI partner. The

experimental setups for the two locations were as identicalas possible, with compara-

ble desktop machines running Linux, 17-inch monitors, identical browser interfaces,

and the same documents used in each location, as described below. And though DFKI

is a German institution, they recruited only native Englishspeakers, primarily from

their student and researcher populations.

Each participant is first given a pre-questionnaire relating to background, computer

experience and experience in attending meetings (see Appendix A, page 176). In the

case that the participant regularly participates in meetings, we ask how they normally

prepare for a meeting, e.g. using their own notes, consulting with other participants,

etc.

Each participant is then given general task instructions (Appendix A). These in-

structions explain the meeting browser in terms of the information provided in the

browser and the navigation functions of the browser, the specific information need

they are meant to satisfy in the task, and a notice of the allotted time for the task. The

total time allotted is 45 minutes, which includes both searching for the information and

writing up the answer. This amount of time is based on the result of an individual pilot

task for Condition EAM, extractive summarization on manualtranscripts.

The portion of the instructions detailing the specific task reads as follows:

We are interested in the group’s decision-making ability, and therefore ask
you to evaluate and summarize a particular aspect of their discussion.
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Condition Description

KAM Top 20 keywords

EAM Extractive summary of manual transcripts

EAA Extractive summary of ASR transcripts

AMM Human abstracts

ASM Semi-Automatic abstracts

Table 6.1: Experimental Conditions

The group discussed the issue of separating the commonly-used functions
of the remote control from the rarely-used functions of the remote control.
What was their final decision on this design issue? Please write a short
summary (1-2 paragraphs) describing the final decision, anyalternatives
the participants considered, the reasoning for and againstany alternatives
(including why each was ultimately rejected), and in which meetings the
relevant discussions took place.

This particular information need is chosen because the relevant discussion mani-

fested itself throughout the 4 meetings, and the group went through several possibilities

before designing an eventual solution to this portion of thedesign problem. In the first

meeting, the group discussed the possibility of creating two separate remotes. In the

second meeting, it was proposed to have simple functions on the remote and more

complex functions on a sliding compartment of the remote. Inthe third meeting, they

decided to have an on-screen menu for complex functions, andin the final meeting

they finalized all of the details and specified the remote buttons. A participant in the

decision audit task therefore would have to consult each meeting to be able to retrieve

the full answer to the task’s information need.

While in this case the participant must determine the decision that was madeand

the reasons behind the decision, in theory the decision audit could be set up in such a

way that the decision itself is a given and only the reasoningbehind the decision must

be determined.

6.3.2 Experimental Conditions

There are 5 conditions run in total: one baseline condition,two extractive conditions

and two abstractive conditions.

The baseline condition, Condition KAM, consists of a browser with manual tran-

scripts, audio/video record, and a list of the top 20 keywords in the meeting. The

keywords are determined automatically usingsu.idf, a weighting scheme described in
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Chapter 4 (page 38). Figure 6.1 shows a screen-shot for the browser in Condition

KAM. Though this is a baseline condition, the fact that it utilizesmanualtranscripts

gives users in this condition a possible advantage over users in conditions with ASR.

In this respect, it is a challenging baseline.

Conditions EAM and EAA present the user with a transcript, audio/video record

and an automatically-generated extractive summary of eachmeeting, with the differ-

ence between the conditions being that the latter is based onASR and the former on

manual transcripts. The features used are the same as in Chapter 5 (page 63), but with

support vector machine classifiers instead of logistic regression classifiers. The lengths

of the respective extractive summaries are based on the lengths of the manual extracts

for each meeting: approximately 1000 words for the first meeting, 1900 words for

the second and third meetings, and 2300 words for the final meeting. These lengths

correlate to the lengths of the meetings themselves and represent compressions of ap-

proximately 40%, 32%, 32% and 30%, respectively. Figure 6.2shows a screenshot for

the browser in Conditions EAM and EAA.

Condition AMM is the gold-standard condition, a human-authored abstractive sum-

mary. Each summary is divided into subsections: decisions,actions, goals and prob-

lems. These abstractive summaries vary in length. Each abstractive sentence is nor-

mally also linked to one or more transcript dialogue acts, making the experimental

condition ahybrid of abstractive and extractive. Because this is a decision audit task

and the abstractive summary provided in this condition has a“decisions” subsection,

this is considered to be a challenging gold-standard condition to match. Figure 6.3

shows a screen-shot for the browser in Condition AMM.

Condition ASM presents the user with an semi-automaticallygenerated abstractive

summary, described by Kleinbauer et al. (2007). This summarization method utilizes

automatic topic segmentation and topic labels, and finds themost commonly men-

tioned content items in each topic. A sentence is generated for each meeting topic

indicating what was discussed, and these sentences are linked to the actual dialogue

acts in the discussion. These summaries rely onmanualtranscripts, and so Condition

EAA is the only ASR condition in this experiment. The Condition ASM summaries

are not fully automatic, as they rely on manual annotation ofpropositional content.

Figure 6.4 shows a screen-shot for the browser in Condition ASM.

Table 6.1 lists and briefly describes the experimental conditions. The three-letter

ID for each condition corresponds tokeywords/extracts/abstracts,automatic/semi-

automatic/manual algorithms, andautomatic/manual transcripts.
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Figure 6.1: Condition KAM Browser

6.3.3 Browser Setup

The meeting browsers are built so as to exhibit as similar browser behaviour as possible

across the experimental conditions. In other words, the interface is kept essentially the

same in all conditions to eliminate any potential confounding factors relating to the

user interface.

In each browser, there are 5 tabs for the 4 meetings and a writing pad. The writing

pad is provided for the participant to author their decisionaudit summary. In each

meeting tab, the videos displaying the 4 meeting participants are laid out horizon-

tally with the media controls beneath. The transcript is shown in the lower left of the

browser tab in a scroll window.

In Condition KAM, each meeting tab contains buttons corresponding to the top 20

keywords for that meeting. Pressing the button for a given keyword highlights the first

instance of the keyword in the transcript, as well as openinga listbox illustrating all

of the occurrences of the word in the transcript, giving the user a context in terms of

the word’s frequency. Subsequent clicks highlight the subsequent occurrences of the
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Figure 6.2: Conditions EAM and EAA Browser

word in the transcript, or the user may choose to navigate to keyword instances via the

listbox.

In Conditions EAM and EAA, a scroll window containing the extractive summary

appears next to the full meeting transcript. Clicking on anydialogue act in the ex-

tractive summary takes the user to that point of the meeting transcript and audio/video

record.

In Conditions AMM and ASM, the abstractive summary is presented next to the

meeting transcript. In Condition ASM, the abstractive summary has different tabs for

decision, problems, goalsandactions. Clicking on any abstract sentence highlights

the first linked dialogue act in the transcript and also presents a listbox representing

all of the transcript dialogue acts linked to that abstract sentence. The user can thus

navigate either by repeatedly clicking the sentence, whichin turn will take them to

each of the linked dialogue acts in the transcript, or else they can choose a dialogue act

from the listbox. The navigation options are underlyingly the same as Condition KAM.

The primary difference between Conditions KAM, AMM and ASM on the one hand

and Conditions EAM and EAA on the other is that the extractivedialogue acts link
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Figure 6.3: Condition AMM Browser

to only one point in the meeting transcript, whereas keywords and abstract sentences

have multiple indices.

The browsers are designed in such a way that the writing tab where the participant

types their answer is a fifth tab in addition to the four individual meeting tabs. As a

consequence, the participant cannot view the meeting tabs while typing the answer;

they are restricted to tabbing back and forth as needed. Thiswas designed deliberately

so as to be able to discern when the participant was working onformulating or writing

the answer on the one hand and when they were browsing the meeting records on the

other.

After reading the task instructions, each participant is briefly shown how to use

the browser’s various functions for navigating and writingin the given experimental

condition. They are then given several minutes to familiarize themselves with the

browser, until they state that they were comfortable and ready to proceed. The meeting

used for this familiarization session is not one of the ES2008 meetings used in the

actual task. In fact, it was one of the AMI non-scenario meetings; this is done so that

the participant will not become familiar with the ES2008 meetings specifically or the
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Figure 6.4: Condition ASM Browser

scenario meetings in general before beginning the task. This familiarization time is

carried out before the task began so that we could control forthe possibility that one

condition would have a more difficult learning curve than theothers.

6.3.4 Logfiles

In each condition of the experiment, we log a variety of information relating to the

participant’s browser use and typing. In all conditions, welog transcript clicks, media

control clicks (i.e. play, pause, stop), movement between tabs, and characters entered

into the typing tab, all of which are time-stamped. In Condition KAM, we log each

keyword click and note its index in the listbox, e.g. the firstoccurrence of the word

in the listbox. In Conditions EAM and EAA, each click of an extractive summary

sentence is logged, and in the abstract conditions each abstract sentence click is logged

along with its index in the listbox, analogous to the keywordcondition. Because there

are not multiple links in the extractive condition – in otherwords, each extract sentence

links only to one transcript sentence – there is no need for listboxes and listbox indices.
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To give an example, the following portion of a logfile from a Condition AMM task

shows that the participant click on the transcript, played the audio, paused the audio,

clicked link number 1 of sentence 5 in the Decisions tab for the given meeting, then

switched to the typing tab and began typing the word “six.”

2007-05-24T14:46:45.713Z transcript_jump 687.85 ES2008d.sync.1375

2007-05-24T14:46:45.715Z button_press play state media_d

2007-05-24T14:46:45.715Z button_press play state media_d

2007-05-24T14:47:30.726Z button_press pause state media_d

2007-05-24T14:47:30.726Z button_press pause state media_d

2007-05-24T14:47:52.379Z MASCOT (observation ES2008d): selected link

#1 in sentence #5 of tab ’decisions’

2007-05-24T14:47:53.613Z tab_selection Typing tab

2007-05-24T14:47:54.786Z typed_insert s 316

2007-05-24T14:47:54.914Z typed_insert i 317

2007-05-24T14:47:55.034Z typed_insert x 318

6.3.5 Evaluation Features

For evaluation of the decision audit task, there are three types of features to be ana-

lyzed: the answers to the users’ post-questionnaires, human ratings of the users’ writ-

ten answers, and features extracted from the logfiles that relate to browsing and typing

behaviour in the different conditions.

Upon completion of the decision audit task, we present each participant with a post-

task questionnaire consisting of 10 statements with which the participant can state their

level of agreement or disagreement via a 5-point Likert scale, such asI was able to ef-

ficiently find the relevant information, and two open-ended questions about the specific

type of information available in the given condition and what further information they

would have liked. Of the 10 statements evaluated, some are re-wordings of others

with the polarity reversed in order to gauge the users’ consistency in answering. See

Appendix A (page 176) for the post-questionnaires in their entirety.

In order to gauge the goodness of a participant’s answer, we enlist two human

judges to do bothsubjectiveandobjectiveevaluations. For the subjective portion, the

judges first read through all 50 answers to get a view of the variety of answers. They

then rate each answer using a 1-8 Likert-scale on criteria relating to the precision, recall

and f-score of the answer. For the objective evaluation, three judges construct a gold-
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Post-Questionnaire Human Ratings Logfile

Q1: I found the meeting browser intuitive and easy to use overallquality task duration

Q2: I was able to find all of the information I needed conciseness first typing

Q3: I was able to efficiently find the relevant information completeness amount of tabbing

Q4: I feel that I completed the task in its entirety task comprehension perc. buttons clicked

Q5: I understood the overall content of participant effort clicks per minute

the meeting discussion

Q6: The task required a great deal of effort writing style media clicks

Q7: I had to work under pressure objective rating click/writingcorrelation

Q8: I had the tools necessary to complete - unedited length

the task efficiently

Q9: I would have liked additional information about - edited length

the meetings

Q10: It was difficult to understand the content of the - num. meetings viewed

content of the meetings using this browser

Q11: - - ave. writing timestamp

Table 6.2: Decision Audit Evaluation Features

standard list of items that should be contained in an ideal summary of the decision audit

(see Appendix C, page 182). For each participant answer, they check off how many of

the gold-standard items are contained. Due to the fact that some participant answers

included written text in paragraph form in addition to roughnotes, summaries with

both notes and text are evaluated twice, first considering all the text that was submitted

and a second time considering only the written paragraphs were submitted. This is

done because it was not clear whether the notes were meant to be submitted as part of

the answer or were simply not deleted before time had expired. For this analysis we

use only the full answers provided, however, to avoid putting ourselves in the position

of trying to determine whether a participant did or did not intend to submit certain

pieces of information.

The remainder of the features for evaluation are automatically derived from the

logfiles. These features have to do with browsing and writingbehaviour as well as the

duration of the task. These include the total experiment length, the amount of time

before the participant began typing their answer, the totalamount of tabbing the user

did normalized by experiment length, the number of clicks oncontent buttons (e.g.

keyword buttons or extractive summary sentences) per minute, the number of content

button clicks normalized by the number of unique content buttons, number of times

the user played the audio/video stream, the number of content clicks prior to the user

clicking on the writing tab to begin writing, the document length including deleted

characters, the document length excluding deleted characters, how many of the four
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meetings the participant looked at, and the average typing timestamp normalized by

the experiment length.

The total experiment length is included because it is assumed that participants

would finish earlier if they had better and more efficient access to the relevant informa-

tion. The amount of time before typing begins is included because it is hypothesized

that efficient access to the relevant information would meanthat the user would be-

gin typing the answer sooner. The total amount of tabbing is considered because a

participant who is tabbing very often during the experimentis likely jumping back and

forth between meetings trying to find the information, indicating that the information is

not conveniently indexed. The content clicks are considered because a high number of

clicks per minute would indicate that the participant is finding that method of browsing

to be helpful, and the number of content clicks normalized bythe total unique content

buttons indicates whether they made full use of that information source. The number

of audio/video clicks is interesting because it is hypothesized that a user without effi-

cient access to the relevant information will rely more heavily on scanning through the

audio/video stream in search of the answers. The number of content clicks prior to the

user moving to the writing tab indicates whether a content click is helpful in finding

a piece of information that led to writing part of the answer.The document length is

considered because a user with better and more efficient access to the meeting record

will be able to spend more time writing and less time searching. Because the logfiles

show deleted characters, we calculate both the total amountof typing and the length of

the final edited answer in characters. The number of meetingsexamined is considered

because a user who has trouble finding the relevant information may not have time to

look at all four meetings. The final feature, which is the average timestamp normal-

ized by the experiment length, is included because a user with efficient access to the

information will be able to write the answer throughout the course of the experiment,

whereas somebody who has difficulty finding the relevant information may try to write

everything at the last available moment.

Table 6.2 lists all of the features used for evaluation.

6.4 Results

The following sections present the post-questionnaire results, the human subjective

and objective evaluation results, and the analysis of browsing behaviours.
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Question KAM EAM EAA AMM ASM

Q1: I found the meeting browser intuitive and 3.8 4.0 3.02AMM 4.3EAA,ASM 3.7AMM

easy to use

Q2: I was able to find all of the 2.9AMM 3.8 2.9AMM 4.1KAM,EAA,ASM 3.0AMM

information I needed

Q3: I was able to efficiently find the 2.8AMM 3.4ASM 2.5AMM 4.0KAM,EAA,ASM 2.65EAM,AMM

relevant information

Q4: I feel that I completed the task 2.3AMM 3.1 2.3 3.2KAM 2.9

in its entirety

Q5: I understood the overall content of 3.8 4.5 3.9 4.1 3.9

the meeting discussion

Q6: The task required a great deal of effort 3.0 2.6EAA 3.9EAM 3.1 3.2

Q7: I had to work under pressure 3.3 2.6 3.3 2.7 3.1

Q8: I had the tools necessary to complete 3.1EAM 4.3KAM,EAA,ASM 3.0EAM 4.1 3.5EAM

the task efficiently

Q9: I would have liked additional 3.0EAM 2.0KAM 2.4 2.6 2.7

information about the meetings

Q10: It was difficult to understand the 2.1 1.5EAA,ASM 2.7EAM 2.0 2.3EAM

content of the meetings using this browser

Table 6.3: Post-Questionnaire Results
For each score in the table, that score is significantly better than the score for any conditions in superscript, and significantly

worse than the score for any condition in subscript.

6.4.1 Post-Questionnaire Results

Table 6.3 gives the post-questionnaire results for each condition. For each score in

the table, that score is significantly better than the score for any conditions in super-

script, and significantly worse than the score for any condition in subscript. The only

significant results listed are those that are significant at the level (p<0.05) according

to non-paired t-test. Results that are not significant but are nonetheless unexpected or

interesting are listed in boldface.

Question 1 For the first post-questionnaire question,I found the meeting browser intu-

itive and easy to use, the best condition overall is Condition AMM, incorporating

human abstracts, followed by Condition EAM. There is no significant difference

between the two conditions. The lowest score is for Condition EAA. Since the

only difference between Conditions EAM and EAA is manual versus ASR tran-

scripts, it’s clear that ASR alone makes the browser less straight-forward and

easy to use for participants.

Question 2 For the second post-questionnaire question,I was able to find all of the in-

formation I needed, the conditions roughly form two groups. Conditions AMM
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and EAM are again at the top, scoring 4.1 and 3.8 respectively, while the re-

maining three conditions all score around 3.0. There is no significant difference

between Conditions AMM and EAM.

Question 3 The third question wasI was able to efficiently find the relevant informa-

tion, and for this criterion the human abstracts are clearly superior, performing

significantly better than Conditions KAM, EAA and ASM. Condition EAM is

second best and not significantly worse than Condition AMM, but is substan-

tially lower on average. Surprisingly, theautomaticabstracts perform worse

than the baseline Condition KAM on this criterion.

Question 4 For question four,I feel that I completed the task in its entirety, the scores

overall are somewhat low, indicating the difficulty of the task. The best con-

ditions are Condition EAM and Condition AMM with scores of 3.1 and 3.2

respectively. Condition AMM is significantly better than the baseline Condition

KAM. The lack of large differences across conditions regarding this criterion

confirms that it is a challenging task to complete in the allotted time.

Question 5 For question five,I understood the overall content of the meeting discus-

sion, the best condition is Condition EAM, extractive on manual transcripts, with

a score of 4.5. While this is several points higher than even the human abstract

condition, there are no significant differences between theconditions for this cri-

terion. Nonetheless, it is very encouraging that the extractive conditions provide

a good overview of the meeting content compared with the other conditions.

Even with ASR, Condition EAA fares very well on this criterion.

Question 6 For question six,The task required a great deal of effort, Condition EAM

is again the best with a score of 2.6 (the lower the score, the better). The worst

score, i.e. the highest, is Condition EAA, showing that an ASR transcript does

increase the effort required to complete the task compared with having a manual

transcript.

Question 7 Similarly for question seven,I had to work under pressure, Condition

EAM is the best with a score of 2.6 and Condition AMM is comparable with a

score of 2.7. There are no significant differences between the conditions. Con-

ditions KAM and EAA score the worst on this criterion. This result shows that

extractive summaries can allow users to make efficient use oftheir time, and
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that the presence of errorful ASR transcripts increases theparticipants’ sense of

being under pressure to complete the task.

Question 8 For question eight,I had the tools necessary to complete the task effi-

ciently, Condition EAM is again the highest with a score of 4.3 followed by

Condition AMM with a score of 4.1. Condition EAM is significantly better on

this criterion than Conditions KAM, EAA and ASM. This is quite an encour-

aging result for extractive summarization, as the questiondirectly addresses the

tools available to the user and the extractive condition comes out on top. Not

only does it perform the best overall, but the score of 4.3 is quite high on the

1-5 Likert scale, indicating user satisfaction with the browser content. From this

criterion, we also find that the presence of errorful ASR transcripts decreases

user satisfaction with the tools provided.

Question 9 For the final two questions, Condition EAM again performs thebest. For

the questionI would have liked additional information about the meetings, Con-

dition EAM is rated with a 2.0 on average, followed by Condition EAA with

a score of 2.4 Thus, the two extractive conditions come out ontop, superior to

even the human abstract condition.

Question 10 For the questionIt was difficult to understand the content of the meetings

using this browser, Condition EAM is rated with a 1.5 on average followed by

Condition AMM with an average score of 2.0 (again, the lower the better for the

last two questions). For this criterion, Condition EAM is considerably better than

the rest, with significant results compared with ConditionsEAA and ASM. The

low score for Condition EAA shows that the incorporation of ASR transcripts

does make it more difficult to understand the meetings for participants in this

task, but even that score of 2.7 for Condition EAA is not as high on the Likert

scale as might be expected. These final two questions indicate that users are quite

satisfied with the information provided by the extractive summaries and that the

summaries allow them to understand the meetings without much difficulty.

6.4.1.1 Discussion

It can first be noted that participants in general find the taskto be challenging, as ev-

idenced by the average answers on questions 4, 6 and 7. The task was designed to

be challenging and time-constrained, because a simple taskwith a plentiful amount of
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allotted time would allow the participants to simply read through the entire transcript

or listen and watch the entire audio/video record in order toretrieve the correct infor-

mation, disregarding other information sources. The task as designed requires efficient

navigation of the information in the meetings in order to finish the task completely and

on time.

The gold-standard human abstracts were rated highly on average by participants

in that condition. Judging from the open-ended questions inthe post-questionnaire,

people found the summaries and specifically the summary subsections to be very

valuable sources of information. One participant remarked“Very well prepared sum-

maries. They were adequate to learn the jist [sic] of the meetings by quickly skimming

through... I especially liked the tabs (Decisions, Actions, etc.) that categorised infor-

mation according to what I was looking for.” As mentioned earlier, this gold-standard

condition was expected to do particularly well consideringthat it is a decision audit

task and the abstractive summaries contain subsections that are specifically focused on

decision-making in the meetings.

The results of the post-questionnaire data are quite encouraging in that the users

seem very satisfied with the extractive summaries relative to the other conditions. It

is not surprising that the gold-standard human-authored summaries are ranked best

overall on several criteria, but even on those criteria the extractive condition on manual

transcripts is a close second. For question 5, which relatesto overall comprehension

of the information in the meetings, extractive summaries are rated the highest of all.

Extractive summaries of manual transcripts are also rated the best in terms of the effort

required to conduct the task. But perhaps the most compelling result is on question 8,

relating to having the tools necessary to complete the task.Not only is Condition EAM

rated the best, but it issignificantly betterthan all conditions except the gold-standard

human abstracts. These results taken together indicate that extractive summaries are

natural to use as navigation tools, that they facilitate understanding of the meeting

content, and allow users to be more efficient with their time.From the viewpoint of

user satisfaction, this result is the best that could be hoped for.

However, it is quite clear that the errors within an ASR transcript present a con-

siderable problem for users trying to quickly retrieve information from the meetings.

While it has repeatedly been shown that ASR errors do not cause problems for our

algorithms according to intrinsic measures (Chapters 4 and5), these errors make user

comprehension more difficult. For the questions relating tothe effort required, the

tools available, and the difficulty in understanding the meetings, Condition EAA is
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easily the worst, scoring even lower than the baseline condition. It should be noted

however, that a baseline such as Condition KAM is not a true baseline in that it is

working off of manualtranscripts and would be expected to be worse when applied to

ASR. As mentioned earlier, the baseline is a challenging baseline in that respect. Judg-

ing from the open-ended questions in the post-questionnaires, it’s clear that at least

two participants found the ASR so difficult to work with that they tended not to use

the extractive summaries, let alone the full transcript, relying instead on watching the

audio/video as much as possible. For example, one person responded to the question

“How useful did you find the list of important sentences from each meeting?” with the

comment “Not at all, because the voice recognition technology did not work properly.

The only way to understand the discussion was to listen to it all sequentially, and there

simply wasn’t time to do that.” We will analyze users’ browsing behaviour in much

more detail below. Here we give a brief excerpt from the ASR summary for the fourth

meeting, illustrating the difficulty posed by errorful dialogue acts:

Speaker D: Could the middle button on the on screen menu function of
the power button?

Speaker B: And then finally we have Um the martian or the pair yeah
right.

Speaker B:Oh it’s a bit different a little bit more of a creative feel.

Speaker B:Are you have the on off Foucault stammer on the top.

Speaker B: You have your channel changing volume changing buttons
and your menu button right here in the middle.

These findings regarding the difficulty of human processing of ASR transcripts will

change and improve as the state-of-the-art in speech recognition improves. The finding

also indicates that the use of confidence scores in summarization is desirable. While

summarization systems naturally tend to extract units withlower WER, the summaries

can likely be further improved for human consumption by compression via the filtering

of low-confidence words.

6.4.2 Human Evaluation Results - Subjective and Objective

6.4.2.1 Subjective Evaluation

Table 6.4 gives the results for the human subjective and objective evaluations. For each

score in the table, that score is significantly better than the score for any conditions

in superscript, and significantly worse than the score for any condition in subscript.
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The only significant results listed are those that are significant at the level (p<0.05).

Results that are not significant but are nonetheless unexpected or interesting are listed

in boldface.

Before beginning the subjective evaluation of decision audit answers, the two hu-

man judges read through all 50 answers in order to gauge the variety of answers in

terms of completeness and correctness. They then rate each answer on several criteria

roughly related to ideas of precision, recall and f-score, as well as effort, comprehen-

sion and writing style. They use a 1-8 Likert scale for each criterion. We then average

their scores to derive a combined score for each criterion. Both judges are researchers

at DFKI and neither is the author of this thesis, but both are very familiar with the AMI

corpus data.

Question 1 For the “overall quality” criterion, Condition AMM, incorporating human

abstracts, is superior, with an average of 4.85. The worst conditions overall

are Condition KAM and Condition EAA, each scoring around 3.0. Extracts

of manual transcripts and automatic abstracts are slightlyworse than the gold-

standard condition. Condition ASM is rated second best, after AMM.

Question 2 For the evaluation of “conciseness,” the trends are largelythe same as for

the “overall quality” question. Condition AMM is the best with an average of

4.85, followed by Conditions 4 and 1 with scores of 4.45 and 4.25, respectively.

Condition KAM is easily the worst, performing significantlyworse than every

other condition with the exception of Condition EAA.

Question 3 The pattern is similar for the evaluation of “completeness,” with Condition

AMM faring best of all followed by Conditions ASM and EAM in order. On

this criterion there is a clearer gap between the gold-standard condition and the

remaining conditions, illustrating the utility of a manualabstract for providing

complete coverage of the meeting. Worst for “completeness”is Condition KAM.

Questions 4 and 5For the criteria of “task comprehension” and “participant effort”,

we find Condition EAM scoring nearly as well as Condition AMM.For Con-

dition EAA, incorporating ASR, these scores significantly decrease, illustrating

the challenge that an errorful transcript poses in terms of users understanding

the task and demonstrating a concerted effort to satisfy theinformation need. Of

course, it is difficult to discern incomprehension or low effort from what could

simply be a difficult task.
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Criterion KAM EAM EAA AMM ASM

Q1: overall quality 3.0AMM 4.15 3.05AMM 4.65KAM,EAA 4.3

Q2: conciseness 2.85EAM,AMM,ASM 4.25KAM 3.05AMM 4.85KAM,EAA 4.45KAM

Q3: completeness 2.55AMM 3.6 2.6AMM 4.45KAM,EAA 3.9

Q4: task comprehension 3.25EAM,AMM 5.2KAM,EAA 3.65EAM,AMM 5.25KAM,EAA 4.7

Q5: participant effort 4.4 5.2EAA 3.7EAM,AMM,ASM 5.3EAA 4.9EAA

Q6: writing style 4.75 5.65EAA 4.1EAM,AMM,ASM 5.7EAA 5.8EAA

Q7: objective rating 4.25AMM 7.2 5.05AMM 9.45KAM,EAA 7.4

Table 6.4: Human Evaluation Results - Subjective and Objective
For each score in the table, that score is significantly better than the score for any conditions in superscript, and significantly

worse than the score for any condition in subscript.

Question 6 For the evaluation of “writing style”, we find that Conditions EAM, AMM

and ASM are rated similarly, while Condition EAA scores the worst. There may

be numerous factors for how ASR affects writing style in thistask, but it may

be that users are unable to decipher exactly what is discussed and subsequently

their write-ups reflect this partial understanding, or it could simply be that they

have less time to spend on writing because their browsing is less efficient. We

will examine this latter point in further detail in the logfile results section below.

What these findings together help illustrate is that extractive summaries can be very

effective for conducting a decision audit by helping the user to generate a concise,

complete high-quality answer, but that the introduction ofASR has a measurable and

significant impact on the subjective evaluation of quality.Interestingly, the scores on

each criterion and for each condition tend to be somewhat lowon the Likert scale, due

to the difficulty of the task.

6.4.2.2 Objective Evaluation

After the annotators carried out their objective evaluations, they met again and went

over all experiments where their ratings diverged by more than two points, in order to

form a truly objectiveand agreed-upon evaluation of how many gold-standard items

each participant found. There were 12 out of 50 ratings pairsthat needed revision in

this manner. After the judges’ consultation on those 12 pairs of ratings, each experi-

ment was given a single objective rating. The judges mentioned that they found this

portion of the evaluation much more difficult than the subjective evaluations, as there

was often ambiguity as to whether a given answer contained a given gold-standard item

or not.
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According to the objective evaluation, Condition AMM is superior, with an aver-

age more than two points higher than the next best condition.The worst overall is the

baseline Condition KAM, averaging only 4.25 hits. However,while the worst two con-

ditions are significantly worse than the best overall condition, there are no significant

differences between the other pairs of conditions, e.g. Condition EAA incorporating

ASR is not significantly worse than Conditions EAM and ASM. Soeven with an error-

ful transcript, participants in Condition EAA are able to retrieve the relevant pieces of

information at a rate not significantly worse than participants with a manual transcript.

The quality may be worse from a subjective standpoint, as evidenced in the previous

section, but the decision audit answers are still informative and relevant.

For the objective evaluation, in any given condition there is a large amount of

variance that is simply down to differences between users. For example, even in the

gold-standard Condition AMM there are some people who can only find one or two

relevant items whilst others find 16 or 17. Given a challenging task and a limited

amount of time, some people may have simply felt overwhelmedin trying to locate the

informative portions efficiently.

Table 6.4 summarizes the human evaluation results for both the subjective and

objective criteria.

6.4.2.3 Discussion

For the objective human evaluation, the gold-standard condition scores substantially

higher than the other conditions in hitting the important points of the decision process

being audited. This goes to show that there is much room for improvement in terms

of automatic summarization techniques. However, Conditions EAM, EAA and ASM

average much higher than the baseline Condition KAM. There is considerable utility

in such automatically-generated documents. It can also be noted that Condition EAM

is the best of the conditions with fully-automatic content selection (Condition ASM is

not fully automatic).

Perhaps the most interesting result of the objective evaluation is that Condition

EAA, which uses ASR transcripts, does not deteriorate relative to Condition EAM as

much as might have been expected considering the post-questionnaire results. What

this seems to demonstrate is that ASR errors are annoying forthe user but that the users

are able to look past the errors and still find the relevant information efficiently. Con-

dition EAA scores much higher than the baseline Condition KAM that utilizesmanual

transcripts, and this is a powerful indicator that summaries of errorful documents are
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still very valuable documents.

An interesting question is whether participants’ self-ratings on task performance

correlate with their actual objective performance according to the human judges. To

answer this question, we calculate the correlation betweenthe scores from post-questionnaire

Q4 and the objective scores. The statement Q4 from the post-questionnaire is “I feel

that I completed the task in its entirety.” The result is thatthere is a moderate but

significant positive correlation between participant self-ratings and objective scores

(pearson=0.39, p<0.005).
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Figure 6.5: Objective Scores and Post-Questionnaire Scores

Figure 6.5 shows the relationship between the objective ratings and participant self-

ratings for all 50 participants. While the positive correlation is evident, an interesting

trend is that while there are relatively few people who scorehighly on the objective

evaluation but score low on the self-ratings, there are a fair number of participants who

have a low objective score but rate themselves highly on the post-questionnaire. A

challenge with this type of task is that the participant simply may not have a realistic

idea of how much relevant information is out there. After retrieving four or five relevant

items, they may feel that they’ve completed the task entirely. This result is similar to

the finding by Whittaker et al. (2008), mentioned in the discussion of previous work,

where participants often feel that they performed better than they really did.

6.4.3 Extrinsic/Intrinsic Correlation

In order to determine whether available intrinsic evaluation metrics predict the dis-

crepancy in ratings between manual and ASR transcripts, we score the extractive sum-
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Metric Man ASR

Objective 7.2 5.05

PQ4 3.1 2.4

ROUGE-2 0.55 0.41

ROUGE-SU4 0.57 0.47

Weighted F 0.48 0.46

Table 6.5: Comparison of Extrinsic/Intrinsic Scores

Feature KAM EAM EAA AMM ASM

Q1: duration 45.4 43.1 45.4 45.42 43.2

Q2: first typing 16.25 13.9 17.14 8.61 10.22

Q3: tabbing 0.98 0.81AMM 0.72AMM 1.4EAM,EAA 1.13

Q4: perc. buttons clicked 0.39 0.11 0.08 0.08 0.18

Q5: clicks per minute 1.33 2.24 1.47 1.99 0.83

Q6: media clicks 15.4EAA 14.4EAA 40.4KAM,EAM,AMM 16.6EAA 20.6

Q7: click/writing corr. 0.03 0.01 0.01 0.01 0.01

Q8: unedited length 1400 1602 1397 2043 1650

Q9: edited length 1251 1384 1161 1760 1430

Q10: num. meetings 3.9 4.0 3.9 4.0 4.0

Q11: ave. writing timestamp 0.68 0.73 0.76AMM,ASM 0.65EAA 0.65EAA

Table 6.6: Logfile Feature Results
For each score in the table, that score is significantly better than the score for any conditions in superscript, and significantly

worse than the score for any condition in subscript.

maries in both conditions using ROUGE and weighted f-score.For the ROUGE eval-

uation, gold-standard human extracts are used as the reference summaries (multiple

human abstracts are lacking for this particular meeting set). ROUGE is run with the

standard DUC parameters. Figure 6.5 shows the results of these intrinsic evaluations

along with the objective human results and post-questionnaire statement Q4, “I feel

that I completed the task in its entirety.” All metrics do show a decline on ASR com-

pared with manual transcripts for these four meetings. The difference in scores is most

pronounced with ROUGE-2, while weighted f-score shows the least decline on ASR.

This is likely due to the fact that ROUGE evaluations are carried out at the n-gram

level while weighted f-score works only at the dialogue act level. Weighted f-score

does not directly take ASR errors into account; the impact ofASR is on whether or not

the error-filled dialogue acts are extracted in the first place.
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6.4.4 Logfile Results

Table 6.6 gives the results for the logfiles evaluation. For each score in the table,

that score is significantly better than the score for any conditions in superscript, and

significantly worse than the score for any condition in subscript. The only significant

results listed are those that are significant at the level (p<0.05). Results that are not

significant but are nonetheless unexpected or interesting are listed in boldface.

Feature 1 One result that was not anticipated is that almost all participants take the

full 45 minutes to complete the experiment. There are no significant differences

between the conditions on this criterion, though ConditionEAM has the low-

est average task duration at 43 minutes. One hypothesis is that paid volunteers

want to do as thorough of a job as possible and so remain for theentirety of the

allotted time even if they have finished the bulk of the experiment earlier. This

is backed anecdotally by participants reporting afterwards that “you can always

use more time,” suggesting that answers can always be refinedeven when near

completion. More generally, it turned out to be a challenging task to complete

in 45 minutes, regardless of condition. In hindsight, it perhaps would have been

better to provide a longer amount of time in the hope that differences between

conditions would become more evident in terms of task duration.

Feature 2 The second feature is the amount of time before the participant began typ-

ing the answer. Condition AMM is best overall with an averagetime of 8.6 min-

utes. Condition ASM is next best with 10.225 minutes, Condition EAM with

13.9 minutes, Condition KAM with 16.25 minutes and Condition EAA with

17.137 minutes. However, there are no significant differences between condi-

tions. It is nonetheless clear that human abstracts allow the users to quickly

index into the relevant portions of the meeting and begin writing the decision

audit answer quite quickly.

Feature 3 The results of the third feature are surprising. The metric is the total amount

of moving between browser tabs, normalized by the length of the experiment.

The intuition behind the inclusion of this feature is that users who have efficient

access to the relevant, important information will not needto continually tab

back and forth between the browser tabs, searching for the information. The

best (i.e. lowest) score overall is Condition EAA, extractive summaries on ASR

transcripts, followed by Condition EAM, extractive summaries on manual tran-
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scripts. The worst overall is Condition AMM, human abstracts. Conditions

EAM and EAA are significantly better than Condition AMM.

Features 4 and 5The fourth and fifth features relate to the number of clicks oncon-

tent items, e.g. keyword clicks or extractive summary clicks. The fourth feature

normalizes the number of clicks by the total number of content buttons. For ex-

ample, if five unique keyword buttons were clicked out of a possible 20, the score

would be 0.25. The fifth feature normalizes the number of content clicks by the

length of the experiment, i.e. it represents the number of clicks per minute. For

the fourth feature, Condition KAM is the best overall with anaverage score of

0.386, significantly better than Conditions EAA and AMM. Forthe fifth feature,

Condition EAM is best overall with an average of 2.24 contentclicks per minute,

followed by Condition AMM with an average of 1.993. Condition ASM is the

worst with an average of 0.831. There are no significant differences between

conditions. The fifth logfile feature is more likely to be reliable than the fourth,

as the number of keywords for each meeting is only 20 and it’s not surprising

that the percentage of buttons clicked is higher than for theother conditions. The

clicks-per-minute result is interesting for two reasons: extracts are used for navi-

gation with considerably more frequency than the other conditions, and there are

very few navigation clicks in Condition ASM, incorporatingautomatic abstracts.

We find that with extracts on ASR, users click the extracted dialogue acts less

often than on manual transcripts, but still more often than in Conditions KAM

and ASM.

Feature 6 The sixth feature is the number of media clicks, i.e. the number of times

the user played the audio/video. The best condition is Condition EAM, followed

by Condition KAM. The most interesting and dramatic result,however, is that

Condition EAA, extractive summarization on ASR, is much worse than all the

other conditions. Whereas the average number of media clicks for Condition

EAM is 14.4, for Condition EAA it is 40.4. This illustrates that the errorful ASR

transcripts cause the users to rely much more heavily on the audio/video stream.

Participants in Condition ASM also rely more on the audio/video streams than

participants in the top three conditions.

Feature 7 The seventh feature is the proximity of content clicks to writing tab clicks.

Condition KAM is best overall, but there are no significant differences between

conditions. It seems to simply be a rare occurrence for a userto click a content
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item and began writing soon afterwards. More likely, they click a content item

and navigate to that part of the meeting, study the transcript in more detail, and

finally synthesize the information in the writing tab.

Features 8 and 9The eighth and ninth features relate to the length of the user’s an-

swer. For feature eight, the unedited answer length, Condition AMM is best

overall with an average character length of 2043.2. The worst is the baseline

Condition KAM with an average of 1399.6. Interestingly, forthe ninth feature

- edited answer length - the scores are much closer. Condition AMM is still the

best overall with an average length of 1760.6, but ConditionKAM is 1251.1.

This illustrates that users in Condition AMM have much more time for editing

and refining their answers. They might begin by writing everything they find that

seems relevant, then they condense or combine information for the final answer.

Feature 10 The tenth feature is the number of meetings the user looked at. The intu-

ition is that if a given condition is not very efficient in the way that it presented

information, users might not have time to look at all the data. In reality, how-

ever, almost all participants looked at all of the meetings,and so there are no

differences on this criterion.

Feature 11 The final feature is the average location within the 45 minuteperiod of

the user typing. That is, it is the average of the timestamps normalized by the

initial timestamp. The intuition is that users in a condition with more efficient

access to information will do more typing early on in the experiment, whereas

a person in a condition with an inefficient browser would be forced to do much

of the writing at the end of the experiment. Condition AMM wasbest overall

with a score of 0.650, whereas Condition EAA was the worst with a score of

0.725. Participants with access to a human summary are able to do the bulk of

their writing earlier on in the experiment, whereas participants using an ASR

transcript do much of their writing towards the end of the experiment. In the

latter case, this leaves them less time for revision, which is presumably related

to the low writing quality scores presented in the previous section on subjective

evaluations.
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6.4.4.1 Discussion

It is difficult to derive a single over-arching conclusion from the logfile results, but

there are several interesting results on specific logfile features. Perhaps the most in-

teresting is the dramatic difference that exists in terms ofrelying on the audio/video

record when using ASR. The average number of media clicks when using extractive

summaries on manual transcripts is only just above 14, but when applied to ASR this

number is over 40 clicks. This ties together several interesting results from the post-

questionnaire data, the human evaluation data, and the logfile data. While the ASR

errors seem to annoy the participants and therefore affect their user satisfaction rat-

ings, they are nonetheless able to employ the ASR-based summaries to locate the rele-

vant information efficiently and thereby score highly according to the human objective

evaluation. Once they have indexed into the meeting record,they then rely heavily on

the audio/video record presumably to disambiguate the dialogue act context. It isnot

the case that participants in this condition used only the audio/video record and disre-

garded the summaries, as they clicked the content items moreoften than in Conditions

KAM and ASM (Q5). Overall, the finding is thus that ASR errors are annoying but do

not obscure the value of the extractive summaries.

It is also interesting that both extractive conditions leadto participants needing to

move between meeting tabs less than in other conditions. As mentioned above, the

intuition behind the inclusion of this feature was that a lower number would be better

because it meant the user was finding information efficiently. However, it’s surprising

that Condition EAA scored the “best” and Condition AMM the “worst.” It may be

the case that participants in Condition AMM felt more free tojump around because

navigation was generally easier.

Many of the logfile features confirm that the human abstract gold-standard is diffi-

cult to challenge in terms of browsing efficiency. Users in this condition begin typing

earlier, write most of their answer earlier in the task, write longer answers, and have

more time for editing.

6.5 General Discussion

Overall these results are very good news for the extractive summarization paradigm.

Users find extractive summaries to be intuitive, easy-to-use and efficient, are able to

employ such documents to locate the relevant information ina timely manner accord-
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ing to human evaluations, and users are able to adapt their browsing strategies to cope

with ASR errors. While extractive summaries might be far from what people concep-

tualize as a meeting summary in terms of traditional meetingminutes, they are intuitive

and useful documents in their own right.

Specifically, we have found that users in Condition EAM are very satisfied with the

tools at their disposal, with the efficiency and intuitiveness of the browser setup, and

their ability to rapidly find the relevant information. Condition EAM is the superior

condition for several post-questionnaire criteria, such as Q8, which asks whether the

user has the tools necessary to find the relevant informationefficiently. In Condition

EAA, incorporating ASR, users reported that they understood the overall content of

the meeting discussions and did not desire any additional information, giving positive

ratings compared with other conditions. The ASR did, however, affect their efficiency

and ease-of-use ratings.

For the subjective human evaluation, the gold-standard Condition AMM was rated

the best on nearly all criteria, but was challenged by Condition EAM on several of

them, including the criteria of task comprehension and participant effort. Condition

EAM also had high scores for overall quality, conciseness and completeness com-

pared with Condition AMM. While the answers in Condition EAAwere scored more

severely in the subjective evaluation, the humanobjectiveevaluation showed that par-

ticipants working with ASR were still able to locate the relevant pieces of information

at a rate not significantly worse than participants using manual transcript extracts.

Finally, there are a couple of especially interesting results from the logfiles analysis.

First of all, participants in Condition AMM are able to answer the question earlier in

the experiment than participants in Condition EAA. Second,participants in Condition

EAA rely much more on the audio/video streams than participants in other conditions.

Perhaps the most interesting result from the decision auditoverall is regarding the

effect of ASR on carrying out such a complex task. While participants using ASR

find the browser to be less intuitive and efficient, they nonetheless feel that they un-

derstand the meeting discussions and do not desire additional information sources. In

a subjective human evaluation, the quality of the answers inCondition EAA suffers

according to most of the criteria, including writing style,but the participants are still

able to find many of the relevant pieces of information according to the objective hu-

man evaluation. We find that users are able to adapt to errorful transcripts by using

the summary dialogue acts as navigation and then relying much more on audio/video

for disambiguating the conversation in the dialogue act context. Extractive summaries,
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even with errorful ASR, are useful tools for such a complex task, particularly when

incorporated into a multi-media browser framework.

There is also the possibility of creating browsing interfaces that minimize the user’s

direct exposure to the ASR transcript. Since we found in Chapters 4 (page 48) and 5

(page 81) that ASR does not pose a problem for our summarization algorithms, we

could locate the most informative portions of the meeting and present the user with

edited audio and video and limited or no textual accompaniment, to give one example.

Further regarding how one might minimize the impact of ASR errors, an interesting

study would be to have human annotators perform extractive summarization on ASR

transcripts, rather than our current method of mapping suchannotations from man-

ual transcripts on to ASR transcripts. It might be the case that humans would select

markedly different subsets of dialogue acts from an ASR transcript than they would

from a manual transcript, and studying these differences could inform future work on

automatic extractive summarization of ASR output.

6.6 Conclusion

We have presented an extrinsic evaluation paradigm for the automatic summarization

of spontaneous speech in the meetings domain: a decision audit task. This represents

the largest extrinsic evaluation of speech summarization to date. In each condition

of the experiment, users were able to utilize the derived content in order to find and

extract information relevant to a specific task need. The largely positive results for

the extractive conditions justify continued research on this summarization paradigm.

However, the considerable superiority of gold-standard abstracts in many respects also

support the view that research should begin to try to bridge the gap between extractive

and abstractive summarization (Kleinbauer et al., 2007). In Chapter 7 (page 126) we

present work relevant to that challenge.

It is widely accepted in the summarization community that there should be in-

creased reliance on extrinsic measures of summary quality.It is hoped that the de-

cision audit task will be a useful framework for future evaluation work. For devel-

opment purposes, it is certainly the case that intrinsic measures are indispensable: as

mentioned before, in this work we use intrinsic measures to evaluate several summa-

rization systems against each other and use extrinsic measures to judge the usefulness

of the extractive methods in general. Intrinsic and extrinsic methods should be used

hand-in-hand, with the former as a valuable development tool and predictor of useful-
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ness and the latter as a real-world evaluation of the state-of-the-art.



Chapter 7

The Extractive-Abstractive

Continuum: Meta Comments in

Meetings

7.1 Introduction

The vast majority of automatic summarization work on both speech and text to date has

beenextractivein nature. The reasons are that such techniques are domain-independent,

do not require a deep understanding of the source document(s), and do not require a

generation component. Jones (1999) has described the summarization process as con-

sisting of interpretation, transformationandgeneration, and in that framework most

extractive summarizers can be thought of as only engaging inthe first step of inter-

preting the source document, though extraction itself could perhaps be considered

a much simplified transformation stage. The research described in this chapter lays

groundwork for the second two steps by exploring propertiesof spontaneous speech

conversations that may aid summarization of a more abstractive variety.

One characteristic ofabstractivesummaries of meetings is that they are normally

written from a fairly detached perspective, describing themeeting discussions either

from an outsider’s perspective or in a manner that synthesizes the important points of

the discussion into a form easily understood by a third party. These can be deemed

“high-level” summaries because they give a general and broad view of what transpired

in the discussion. In contrast, extractive summaries of meetings are comprised of state-

ments actually taken from the meeting discussions themselves. Because of this, the

summaries naturally lack the same level of perspective thatabstracts have; they indi-

126
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cate what was being discussed at a particular point in time and may be quite specific or

technical. In contrast to abstracts, then, they are “low-level” summaries. Among the

drawbacks of these low-level extracts are a loss of coherence when a low-level unit is

removed from its original context, and a general lack of information richness. It might

take two dozen dialogue acts to express the same informationas one or two high-level

abstract sentences.

To give an example of these differences, the general abstract for one AMI meeting

(ES2008a) contains the sentence “The team members discussed the option of com-

bining remotes and how to produce a remote which is capable ofcontrolling multiple

devices.” There are twelve dialogue acts in the meeting linked to that single abstract

sentence, one of which is the statement “If it’s just a television that - it’s a bit simpler.”

A person familiar with the topic or with the group might easily be able to surmise what

was being discussed at that point, but it is not entirely clear just from reading that dia-

logue act in isolation. In contrast, if we extracted the dialogue act wherein the project

manager says “Like your question earlier, whether this is going to be for television,

video or etcetera. Just for television. That’s what we’re focused on” then the meaning

is much more clear, and more information is contained in the latter dialogue act than in

the former. Specifically, the project manager has referred to low-level issues in a high-

level manner, by explicitly referring to the discussion andthe subsequent decision that

was made.

This work examines how dialogue acts in spontaneous spoken conversations in

the meetings domain vary between low-level and high-level comments. And we are

specifically interested in detecting what we call “meta” dialogue acts, where the di-

alogue acts are not simply high-level in terms of referring to the discussion flow but

are also informative in that they synthesize relevant discussion points in a more high-

level manner. We also examine how meta dialogue acts can be informative in differing

ways - for example, some relate to decisions that have been made while others con-

cern work that remains to be done. The advantages of classifying dialogue acts into

classes of meta and non-meta comments is that we can create summaries which are

more abstractive in their perspective. This is desirable for two reasons: the dialogue

acts comprising such summaries are likely to be more coherent when extracted from

their original contexts and concatenated with other informative dialogue acts, and they

are also more likely to lend themselves to further interpretation and transformation so

that we can ultimately form abstracts more analogous to human abstracts.
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7.2 Experimental Setup

This section describes the annotation scheme used for classifying dialogue acts as

“meta” or not, and gives a general overview of the experimental setup.

7.2.1 Annotation

One set of annotations that could be to relevant to detectingmeta comments in meeting

speech are thereflexivityannotations for the AMI corpus. A dialogue act is considered

to be reflexive if it refers to the meeting or discussion itself. Whereas some dialogue

acts refer to the task at hand, such as determining the interface for the remote control,

other dialogue acts feature content about how the groupapproachesthe task. However,

on closer inspection, the reflexivity annotation proves to be insufficient and less than

ideal on its own. Many of the dialogue acts deemed to be reflexive consist of statements

like “Next slide, please.” and “Can I ask a question?” in addition to many short

feedback statements such as “Yeah” and “Okay.” These are notparticularly informative

or interesting, despite referring to the flow of discussion at a high level. They refer

to trivial aspects of the conversation rather than general overviews of the discussion

content. We are not interested in identifying dialogue actsthat arepurely about the

flow of discussion, but rather we want to detect dialogue actsthat refer to low-level

issues in a high-level way. For example, we would find the dialogue act “We decided

on a red remote control” more interesting than the dialogue act “Let’s move on”.

In light of these considerations, we created a novel labelling scheme for meta dia-

logue acts, using several sources of existing annotation together in order to form a new

binary meta/non-meta annotation for the corpus. We now consider a dialogue act to be

a “meta” dialogue act if it meets at least one of the followingconditions:

• It is labelled as both extractive and reflexive.

• It is labelled as extractive and links to the “decisions” portion of the ab-

stract.

• It is labelled as extractive and links to the “actions” portion of the abstract.

• It is labelled as extractive and links to the “problems” portion of the ab-

stract.



Chapter 7. The Extractive-Abstractive Continuum: Meta Comments in Meetings 129

The first condition is the ideal class, but it does not occur often in the training data,

perhaps four or five such dialogue acts per meeting on average. The remaining con-

ditions use the annotation that links extractive dialogue acts to abstract sentences, as

described in Chapter 3 Section 3.3.2 (page 28). The human abstracts are divided into

four sections: a general abstract summary, and then sections labelled “decisions”, “ac-

tions”, and “problems.” The “decisions” section relates any decisions that were made

in the meeting. The “actions” section relates actions that were set out in the meeting

such as specific work to do before the next meeting, and the “problems” section details

any problems that the group encountered in the meeting. The intuition behind using

the dialogue act links to those three abstract subsections is that areas of a discussion

that relate to these categories will tend to indicate where the discussion moves from

a lower level to a higher level. For example, the group might discuss technical issues

in some detail and then make a decision regarding those issues, or set out a course of

action for the next meetings. We believe that there is enoughcommonality between

these conditions that they can form a coherent class together, though it does make for

noisy training data since we are conflating several sets of annotations.

Since dialogue acts related to decisions, actions and problems are based on links to

particular sections of the human abstract, it is worth reviewing the instructions given

to the human annotator when writing the abstract. The instructions for the “decisions”,

“problems” and “actions” sections are as follows:

• DecisionsName all decisions that were made during the meeting. Pleasenote

that only task-oriented decisions should be included, e.g.“The remote is going to

be yellow”, while meta-decisions, like “The program manager decided to listen

to the designer’s opinion first”, should not be considered. You can write this

section in fragmented text, instead of forming a coherent paragraph.

• Issues/ProblemsName the problems or difficulties that occurred during the

meeting. All problems and/or questions that came to the surface and remained

open should be noted in this slot. So should issues that the group managed to

solve, if it seems that an amount of time and effort was neededto deal with them.

You can also write this section in fragmented text, instead of forming a coherent

paragraph.

• Actions Name the next steps that each member of the group will take until the

next meeting. You can write this section in fragmented text,instead of forming

a coherent paragraph.
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Note that when annotators are labelling decision dialogue acts, they are instructed

not to include meta-decisions such as “The program manager decided to listen to the

designer’s opinion first”. This does not present a problem for our research, and in fact

that stipulation is desirable for us. We are not interested in decisions that are purely

about the flow of the meeting, but rather decisions concerning the group task.

This work focuses solely on the AMI data, for two reasons: theICSI data does not

contain the “reflexivity” annotation, and the ICSI abstracts have slightly different sub-

sections than the AMI abstracts. Meta dialogue acts constitute less than four percent of

the total dialogue acts in the AMI training set; this is in contrast to the work in Chapter

5, where the positive class represented nearly 15% of the total dialogue acts.

7.2.2 Supplementary Features

The experiments described in this chapter use the same features database as used in

Chapter 5 (page 68), but we also add two more lexical featuresthat are hypothesized

to be of use for this classification task. The first new featureis the number of filled

pauses in each dialogue act. This is included because the fluency of speech might

change at areas of conversational transition, perhaps including more filled pauses than

on average. These filled pauses consist of terms such as “uh”,“um”, “erm”, “mm,”

and “hmm.”

The second new feature is the presence of abstractive or metacuewords, as au-

tomatically derived from the training data. In Chapter 4 on term-weighting, we in-

vestigated the usefulness of cuewords for summarization (Section 4.2, page 57). This

current chapter explores a more specific type of cueword, anduses the presence of

these cuewords as a feature in a machine-learning framework. Since we are trying to

create summaries that are somehow more abstract-like, i.e.more high-level, we exam-

ine terms that occur often in the abstracts of meetings but less often in theextractsof

meetings. We score each word according to the ratio of these two frequencies,

TF(t, j)/TF(t,k)

whereTF(t, j) is the frequency of termt in the set of abstractsj from the training

set meetings andTF(t.k) is the frequency of termt in the set of extractsk from the

training set meetings (see Chapter 4 Section 4.1.1, page 39,for the function defini-

tion). This ratio is multiplied by the term’s frequency in the training data abstracts so

as to avoid small sample sizes. These scores are used to rank the words from most
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Feature ID Description

ENMN mean energy

F0MN mean F0

ENMX max energy

F0MX max F0

F0SD F0 stdev.

MPOS meeting position

TPOS turn position

DDUR d. act duration

PPAU precedent pause

SPAU subsequent pause

UINT uninterrupted length

WCNT number of words

DOMD dominance (d. acts)

DOMT dominance (seconds)

ROS rate of speech

SUI su.idf sum

TFI tf.idf sum

ACUE abstractive cuewords

FPAU filled pauses

Table 7.1: Features Key

abstractive to least abstractive, and we keep the top 50 words as our list of high-level

terms. Appendix B (page 179) lists the top 50 cue terms derived from the training

data. The top 5 abstractive cuewords are “team”, “group”, “specialist”, “member”, and

“manager” (these represent stems, and so “group” will match“groups” and “grouped”,

etc.). Unlike the work described in Chapter 4 Section 4.2, where we began with a list

of cuewords that were hypothesized to be informative, thesecuewords are learned en-

tirely from the data. As a consequence, the list of terms is somewhat noisier and also

contains a few terms that are specific to the domain of the AMI meetings. For exam-

ple, one word on the list of top cuewords is “remote.” It may atfirst seem surprising

that this word would occur much more often in abstracts than in extracts, but it is most

likely due to the fact that in meetings participants will often refer to the remote using

pronouns or otherwise refer indirectly. The vast majority of the abstractive cuewords

are not specific to this corpus.

For both the manual and ASR feature databases, each dialogueact then has a fea-

ture indicating how many of these high-level terms it contains.

Table 7.1 lists the 19 features and their IDs for ease of reference.
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7.2.3 Summarization Experiments

We again build a logistic regression classifier by training on the AMI training data, as in

Chapter 5, this time incorporating 19 features instead of 17. Feature subset selection is

carried out as before. The classifier output for the test set is used to create summaries of

700 words length, which we evaluate using two separate instantiations of the weighted

precision/recall/f-score method described earlier. The classifier itself is evaluated using

the ROC and AUROC measures.

7.3 Evaluation

We use several types of evaluation for these new summaries: two implementations of

weighted precision/recall/f-score based on new and old extractive labelling schemes,

as well as evaluation using ROUGE, which does n-gram comparison between machine

summaries and reference gold-standard summaries.

7.3.1 Weighted Precision With New Extractive Labels

The new weighted precision/recall/f-score evaluation is the same as the old method but

simply using new labels based on the criteria for extractiondescribed above. So, many

dialogue acts which were previously considered extractiveare now considered non-

extractive. The positive class is a very small subset of the original positive class. This

evaluation measures how much these relatively short summaries incorporate dialogue

acts related to decisions, actions, problems and reflexivity.

7.3.2 Weighted Precision With Old Extractive Labels

We also evaluate the summaries using the original formulation of weighted precision/recall/f-

score, with the previous extractive/non-extractive labels, simply for comparison with

the results of previous chapters. It is not expected that thenew meta summaries will

fare as well using the original formulation of the metric, since the vast majority of

extract-worthy dialogue acts are now considered members ofthe negative class and

the evaluation metric is based on the previous extractive/non-extractive labels, but the

results are included out of interest nonetheless.
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7.3.3 ROUGE

Our research until now has not utilized the ROUGE metric, partly because of negative

correlations with human judgements found in previous work (Murray et al., 2005b,

2006), and also because the multiple human extracts alreadyprovide sufficient gold-

standard evaluations, but we use ROUGE evaluation in this chapter because it seems

very applicable to the task at hand. We are aiming to create extracts that are more

abstract-like, and ROUGE compares a machine summary to multiple human abstracts.

It is hypothesized that ROUGE will be sensitive to the differences between this new

type of summary and the summaries created previously that were based purely on

informativeness rather than perspective.

We use ROUGE-1.5.5 and focus on the ROUGE-2 and ROUGE-SU4 metrics, as

described in Chapter 3 Section 3.5.4.2 (page 34), which havepreviously been found

to correlate well with human judgements in the DUC summarization tasks (Lin, 2004;

Dang, 2005). We calculate precision, recall and f-score foreach, and ROUGE is run

using the parameters utilized in the DUC conferences, plus removal of stopwords:

ROUGE-1.5.5.pl -n 2 -x -m -2 4 -u -c 95 -r 1000 -f A -p 0.5 -t 0 -d -s-a

These parameters indicate that ROUGE-2 and ROUGE-SU4 are tobe calculated,

with stemming and removal of stopwords, that precision and recall are weighted equally,

and that the confidence interval is 95%.

For each meeting in the AMI test set, there are two gold-standard human abstracts

used for comparison. Ideally we would like several reference summaries per meeting,

but additional human abstracts have yet to be created for this corpus.

7.4 Results

In this section we provide an overview of the various evaluation results and a detailed

analysis of the features used.

7.4.1 Classification Results

When training on the manual transcript aligned database, the optimal feature subset

is 13 features, which excludes mean F0, position in the speaker’s turn, precedent

pause, both dominance features, and filled pauses. The best five features in order

aresu.idf, dialogue act word-count,tf.idf, dialogue act duration, and uninterrupted du-

ration. Whereas in Chapter 5 Section 5.6.1 (page 78) we foundthat the optimal subset
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for summarization of manual transcripts was 17 features, wefind here that there are

fewer features that are useful for discerning high-level informative dialogue acts from

dialogue acts that are either uninformative or informativebut low-level.
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Figure 7.1: f statistics for AMI database features

When training on the ASR aligned database, the optimal feature subset is the en-

tirety of the 19 features. The best five features in order aresu.idf, word-count,tf.idf,

dialogue act duration, and uninterrupted duration, the same as for manual transcripts.

Figure 7.1 gives the histograms for the featuref statistics using both the manual

and ASR databases.

The ROC curves for the logistic regression classifier applied to the 20-meeting test

set are shown in Figure 7.2, for manual and ASR. For manual, the AUROC is 0.843.

For ASR, the AUROC is 0.842. Chance level classification would exhibit an AUROC

of around 0.5, represented by a diagonal ROC curve from (1,1)to (0,0) as the posterior

probability threshold increases.

This result is very encouraging, as it shows that the classifier can discriminate

between high-level informative dialogue acts on the one hand, and dialogue acts that

are either uninformative or are informative but low-level on the other hand. Given that

we created a new positive class based on whether or not a dialogue act satisfies one

of four criteria, and that we consider everything else as negative, this result shows that

dialogue acts that meet at least one of these extraction criteria do have characteristics in

common with one another and can be discerned as a separate group from the remainder.

Appendix E (page 187) provides sample meta and non-meta summary output for
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AMI meeting TS3003c.

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

T
P

FP

classifier ROC for manual
classifier ROC for ASR

Figure 7.2: ROC Curves for LR Classifiers on AMI data

7.4.2 Features Analysis

As with Chapter 5 Section 5.6.1.1 (page 80), we could like to know how various feature

subsets can perform relative to the full feature set classification. We already know

from Section 7.4.1 that the optimal sets are 13 and 19 features for manual and ASR,

respectively, but it is nonetheless interesting to inspecthow certain classes of features

contribute to classification performance and how well they do on their own.

The feature classes are the same as in Chapter 5, but with the two additional features

of filled pauses and abstractive cuewords under thelexical category along with the

previously-used term-weight features:

• Prosodic features: The features of energy, pitch, pause, and rate-of-speech,for

a total of 8 features.

• Length features: The features of total dialogue act length, uninterrupted length,

and dialogue act duration, for a total of 3 features.

• Speaker features: The two features of speaker dominance are considered as a

class of their own.

• Structural features: There are two structural features: the position of the dia-

logue act in the meeting and the position in the speaker’s turn .

• Lexical features: Abstractive cuewords, filled pauses,tf.idf andsu.idf.
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Fea. Subset AUROC

Prosodic 0.734

Structural 0.611

Speaker 0.524

Length 0.811

Term-Weight 0.826

Table 7.2: AUROC Values, Manual Transcripts

Figure 7.2 shows the ROC curves for each feature subset for the manual database.

The AUROC for prosodic features is 0.734, for speaker features is is 0.524, for struc-

tural features it is 0.611, for length features it is 0.811 and for term-weight features

the AUROC is 0.826. We find that no individual subset matches the classification per-

formance found by using the entire feature set, but that several classes exhibit credible

individual performance. The length and term-weight features are clearly the best, but

again we find that prosodic features alone can discern these classes to a respectable

degree.

Figure 7.3 shows the ROC curves for each feature subset for the ASR database.

The AUROC for prosodic features is 0.67, for speaker features is is 0.55, for structural

features it is 0.632, for length features it is 0.811 and for term-weight features the

AUROC is 0.820. The trend is largely the same as above: no individual feature type is

better than the combination of feature types. The principaldifference is that prosodic

features alone are worse on ASR and term-weight features areabout the same as on

manual. A similar finding was reported in Chapter 5 Section 5.6.1.1 (page 80). It

seems counter-intuitive perhaps that prosodic features are slightly worse and term-

weight features are the same or slightly better on noisy ASR data, but the prosodic

features depend on word segmentation and so can degrade whenthere are ASR errors.

For example, insertions might lead to taking F0 readings where there are no words,

resulting in skewed F0 ranges.

The meta dialogue acts can be characterized as having highermean energy and

pitch levels, much higher maximum energy and pitch levels, and higher pitch standard
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Length 0.812
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Table 7.3: AUROC Values, ASR Transcripts

deviation. They tend to occur later in the meetings, a findingthat is the opposite of

findings in Chapter 5, wherein generally informative dialogue acts are slightly more

likely to occur early on in a meeting. They are on average twice as long in duration

as other dialogue acts, with much longer precedent pauses. There is less likely to be

subsequent pause - in fact, there tends to be speaker overlapat the end of meta dialogue

acts. Thus, the uninterrupted duration is much shorter on average than the full duration,

but still more than twice as long on average than non-meta dialogue acts. The dialogue

acts are much longer in terms of words, averaging nearly 14 per dialogue act. They are

more likely to be uttered by the dominant speaker in the meeting, according to both

dominance criteria. The rate-of-speech is much faster thanfor the negative class. For

both term-weighting criteria, the positive class scores much higher on average - nearly

three times as high as the negative class. Meta dialogue actsare much more likely to

have abstract cuewords, but only slightly more likely to have filled pauses.

7.4.3 Evaluating Summaries

Table 7.4 presents the weighted f-scores using the novel extractive labelling, for the

new meta summaries as well as for the summaries created and evaluated in Chapter

5. For manual transcripts, the new summaries outperform theold summaries with an

average f-score of 0.17 versus 0.12. The reason for the scores overall being lower

than the f-scores reported in Chapter 5 using the original formulation of weighted

precision/recall/f-score is that there are now far fewer positive instances in each meet-

ing since we are restricting the positive class to the “meta”subset of informative dia-
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Meet NonMeta-Man NonMeta-ASR Meta-Man Meta-ASR

ES2004a 0.08 0.07 0.10 0.11

ES2004b 0.04 0.0 0.04 0.06

ES2004c 0.11 0.1 0.22 0.18

ES2004d 0.24 0.18 0.10 0.20

ES2014a 0.19 0.28 0.22 0.31

ES2014b 0.04 0.01 0.10 0.09

ES2014c 0.09 0.12 0.16 0.15

ES2014d 0.14 0.19 0.17 0.17

IS1009a 0.21 0.28 0.35 0.36

IS1009b 0.04 0.06 0.10 0.13

IS1009c 0.0 0.0 0.22 0.21

IS1009d 0.14 0.23 0.11 0.08

TS3003a 0.26 0.22 0.27 0.23

TS3003b 0.10 0.12 0.18 0.25

TS3003c 0.03 0.18 0.28 0.30

TS3003d 0.12 0.18 0.14 0.14

TS3007a 0.33 0.25 0.36 0.40

TS3007b 0.05 0.05 0.09 0.08

TS3007c 0.13 0.15 0.14 0.22

TS3007d 0.14 0.15 0.11 0.14

AVERAGE 0.12 0.14 0.17 0.19

Table 7.4: New Weighted F-Scores on Manual and ASR Transcripts for Meta and Non-

Meta Approaches
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Meet Meta-Man Meta-ASR

ES2004a 0.39 0.41

ES2004b 0.15 0.15

ES2004c 0.21 0.18

ES2004d 0.12 0.17

ES2014a 0.36 0.47

ES2014b 0.16 0.19

ES2014c 0.15 0.14

ES2014d 0.12 0.15

IS1009a 0.37 0.39

IS1009b 0.14 0.14

IS1009c 0.23 0.23

IS1009d 0.21 0.18

TS3003a 0.44 0.40

TS3003b 0.20 0.22

TS3003c 0.28 0.28

TS3003d 0.18 0.18

TS3007a 0.39 0.43

TS3007b 0.15 0.14

TS3007c 0.13 0.17

TS3007d 0.11 0.14

AVERAGE 0.23 0.24

Table 7.5: Old Weighted F-Scores on Manual and ASR Transcripts for Meta Approaches

logue acts. The meta summaries are significantly better thanthe previous summaries

on this evaluation according to paired t-test (p<0.05).

For ASR, we find both the new meta summaries and older non-metasummaries

performing slightly better than on manual transcripts according to this evaluation. The

meta summaries again are rated higher than the non-meta summaries, with an average

f-score of 0.19 versus 0.14. The meta summaries are again significantly better than the

previous summaries according to paired t-test (p<0.05).

Table 7.5 presents the weighted f-scores for the new meta summaries using the

original formulation of weighted precision/recall/f-score, where the classes are gen-

eral informativeness versus uninformativeness. As mentioned earlier, it would not be

expected that the new meta summaries would compare well withprevious summaries

according to this metric, as the evaluation is based on the original extractive/non-

extractive classes and the new summaries are based on a severely restricted subset

of this positive class, with the remainder considered negative instances. Quite surpris-

ingly, the weighted f-scores for these new summaries are actually slightly higher than

the f-scores reported in Chapter 5 (page 81). The f-score formanual transcripts is 0.23

compared with 0.21 previously, and 0.24 for ASR compared with 0.22 earlier. This
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is quite a surprising and encouraging result, that our new annotation and subsequent

“meta” machine-learning experiments have led not only to improved general informa-

tiveness but also to finding areas of high-level meta comments in the meetings.

To determine why these weighted f-score results are unexpectedly higher, we cal-

culate the annotator kappa statistic for the current annotation scheme, where a dialogue

act is considered positive if it satisfies one of the four stated criteria and considered neg-

ative otherwise, and we also calculate the kappa statistic for the case where a dialogue

act is positive if it is linked to the generalabstractsection of the human summary and

considered negative otherwise. The kappa statistic is a wayof evaluating how closely

two annotators agree with each other on an annotation task. The statistic is derived by

calculating

(Observed Agreement - Chance Agreement) / (1 - Chance Agreement)

For each meeting in the corpus, the kappa value for each annotator pair is calculated

and these values are averaged to derive a single kappa value for that meeting. These

averages are then summed and averaged over the corpus to derive an average kappa

statistic for the corpus. For the annotation scheme presented here based on four related

criteria, the annotator agreement is0.45, whereas the kappa statistic for dialogue acts

considered generally informative or uninformative is0.40. While these numbers in

general are somewhat low, reflecting the difficulty of summarization annotation, the

results show that it is substantially easier for annotatorsto agree upon informativeness

when there is a specific criterion on which to rate a dialogue act, compared with simply

stating that a dialogue act is informative or not. This difference in kappa statistics is

apparently the reason why the new meta summaries perform slightly better than the

previous summaries which otherwise would be expected to be more generally infor-

mative; annotator agreement is simply higher on that data.

7.4.3.1 ROUGE Results

In this section we present the ROUGE results for our new meta summaries in compar-

ison with our previously generated summaries. We also compare the performance of

these automatic extracts to human extracts of the same length.

The ROUGE results are very encouraging for our new meta summaries, according

to both the ROUGE-2 and ROUGE-SU4 metrics, with the new summaries outperform-

ing the summaries described in Chapter 5.

For ROUGE-2, using manual transcripts, the meta summaries average a score of

0.039, compared with 0.033 for the previous non-meta summaries, a significant im-
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Meet NonMeta-Man NonMeta-ASR Meta-Man Meta-ASR Human

ES2004a 0.02548 0.03020 0.02675 0.02922 0.05105

ES2004b 0.00537 0.00801 0.01894 0.02070 0.01735

ES2004c 0.03596 0.02086 0.05107 0.04432 0.02675

ES2004d 0.01618 0.01396 0.02216 0.01108 0.01362

ES2014a 0.03283 0.03380 0.02323 0.05690 0.08037

ES2014b 0.01496 0.03133 0.01326 0.02696 0.03518

ES2014c 0.02656 0.04307 0.04284 0.02906 0.07938

ES2014d 0.04961 0.04897 0.05645 0.04762 0.06133

IS1009a 0.09370 0.05191 0.07244 0.06557 0.14720

IS1009b 0.02213 0.01565 0.02449 0.01233 0.06278

IS1009c 0.02401 0.02620 0.06076 0.06470 0.10256

IS1009d 0.06793 0.06667 0.04959 0.04829 0.08995

TS3003a 0.04878 0.04408 0.0508 0.04348 0.04558

TS3003b 0.03250 0.02944 0.02762 0.06096 0.04234

TS3003c 0.01530 0.02076 0.08078 0.08174 0.06541

TS3003d 0.04218 0.04404 0.03816 0.04272 0.05155

TS3007a 0.05053 0.04188 0.05676 0.06316 0.08254

TS3007b 0.01658 0.03000 0.01395 0.01750 0.01591

TS3007c 0.02693 0.01840 0.02478 0.02982 0.06069

TS3007d 0.01385 0.02228 0.01785 0.02266 0.02417

AVERAGE 0.033 0.032 0.039 0.041 0.058

Table 7.6: ROUGE-2 Scores on Manual and ASR Transcripts for Meta and Non-Meta

Approaches

provement (p<0.1). On ASR transcripts, the meta summaries score slightlyhigher

with an average of 0.041 compared with 0.032 for the non-metasummaries, another

significant result (p<0.05). Table 7.6 gives the results for each summary type on both

manual and ASR transcripts.

According to ROUGE-SU4, on manual transcripts the meta summaries outperform

the low-level summaries with an average of 0.066 compared with 0.061, respectively.

On ASR transcripts, the meta summaries average 0.069 compared with 0.064 for the

low-level summaries. For each transcript type, the rating of the meta summaries is

significantly better than that of the low-level summaries according to ROUGE-SU4

(both p<0.05). Table 7.7 gives the ROUGE-SU4 results for both summary types on

manual and ASR transcripts.

On average, the human summaries are still considerably superior to the best auto-

matic extracts of the AMI test set meetings, according to both ROUGE-2 and ROUGE-

SU4, but there are several meetings for which the automatic summarizers approach or

exceed human-level performance. As discussed in Chapters 4and 5, it is more difficult

to attain human-level performance on the AMI data versus theICSI data, and so there
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Meet NonMeta-Man NonMeta-ASR Meta-Man Meta-ASR Human

ES2004a 0.04292 0.04694 0.04284 0.04431 0.06016

ES2004b 0.04424 0.04670 0.04825 0.05132 0.05664

ES2004c 0.05537 0.05519 0.07447 0.08006 0.07204

ES2004d 0.04714 0.05310 0.04847 0.04520 0.04812

ES2014a 0.06719 0.06518 0.05374 0.08664 0.10463

ES2014b 0.06957 0.07419 0.06200 0.06800 0.07813

ES2014c 0.06521 0.09326 0.07834 0.07019 0.10030

ES2014d 0.06936 0.07539 0.07911 0.07161 0.07982

IS1009a 0.10793 0.08946 0.08860 0.09835 0.15256

IS1009b 0.05677 0.05430 0.06362 0.06331 0.08556

IS1009c 0.04680 0.04851 0.07309 0.06862 0.11776

IS1009d 0.09827 0.09860 0.09778 0.08030 0.12989

TS3003a 0.05788 0.06348 0.06892 0.06732 0.05704

TS3003b 0.06729 0.06809 0.05992 0.09610 0.07534

TS3003c 0.04440 0.06044 0.09543 0.09618 0.10064

TS3003d 0.07215 0.07361 0.07186 0.07348 0.07626

TS3007a 0.06261 0.05370 0.07364 0.07212 0.09572

TS3007b 0.05374 0.06177 0.05547 0.05336 0.05687

TS3007c 0.04443 0.04728 0.04123 0.05178 0.07990

TS3007d 0.03961 0.04405 0.03907 0.04385 0.05595

AVERAGE 0.061 0.064 0.066 0.069 0.084

Table 7.7: ROUGE-SU4 Scores on Manual and ASR Transcripts for Meta and Non-Meta

Approaches
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remains room for improvement.

In comparing ROUGE scores between different summarizationapproaches across

different domains, there are several factors to consider. One is that ROUGE was origi-

nally a recall metric but now calculates recall, precision and f-score. While it is subse-

quently more common for researchers to report f-scores, many still present only recall

measures. Second, there are many different compression rates used by different re-

searchers - some extract until reaching a certain word percentage and others extract a

certain percentage of dialogue acts, among other methods. Comparing the resultant

summaries is less difficult now that ROUGE calculates f-score, but with only recall

scores it is challenging to compare summaries of varying lengths. Three, some re-

searchers use human abstracts as the reference summaries (e.g. (Murray et al., 2005a))

while others use human extracts (e.g. (Galley, 2006)). While we use human abstracts in

this chapter, in Chapter 6 we used human extracts due to the lack of multiple abstracts

for those meetings. Four, ROUGE contains many parameters that can be adjusted by

the user, and reporting the parameters used is critical to replication and comparison.

For example, excluding or including stopwords can change the range of scores dramat-

ically for all systems.

To put our ROUGE scores in context with state-of-the-art summarization systems,

in the DUC 2007 main task and pilot task the ROUGE-2 scores ranged from 0.036 to

0.124. Above we reported a best ROUGE-2 average of 0.041. If we run ROUGE again

with the exact DUC parameters (i.e. the same parameters as above but now includ-

ing stopwords) our ROUGE-2 average for the meta system is 0.064. The DUC 2007

ROUGE-SU4 scores range from 0.074 to 0.177. Above we reported a best ROUGE-

SU4 average of 0.069. With the DUC parameters, the ROUGE-SU4average for our

meta system is 0.12. It can be seen that we are well within the range of DUC systems’

scores, while working with much noisier data. Galley (2006)reported ROUGE-2 re-

call scores of 0.42-0.44 for the ICSI test set with summary compression set at 12.7%

of the word count, and ROUGE-2 f-score of 0.64 when selecting10% of dialogue acts

(much longer than our current summaries). It is difficult to compare scores because

of differing compression rates and because Galley used human extracts as reference

summaries. However, in Chapter 6 Section 6.4.3 (page 117) weused human extracts

as references and achieved ROUGE-2 f-scores averaging 0.55for summaries that were

between 30% and 40% of the total meeting word count. That is also comparable to the

highest ROUGE-2 f-score reported by Maskey and Hirschberg (2005), which is 0.544

when selecting 23% of sentences. They also report AUROC scores, with a highest
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AUROC of 0.771, compared with our best AUROC here, 0.843.

It is worth noting generally that ROUGE scores are much lowerwhen using short

human abstracts as gold-standard references (e.g. DUC system scores and most of our

ROUGE scores) compared with using longer human extracts as references summaries

(e.g. Galley’s results and our results in Chapter 6).

7.4.3.2 Decision Audit Revisited

In Chapter 6 (page 93) we describe an extrinsic evaluation inthe form of adecision

audit task. In that set of experiments, users review several meetings in order to satisfy

a complex information need, using different information sources in each experimental

condition. For the two extractive conditions – one on manualtranscripts and one on

ASR – the extracted dialogue acts are just deemed to be generally informative, without

any consideration of low-level or high-level perspective as we are addressing in this

chapter. However, by revisiting the decision audit resultsand analyzing user behaviour

more closely, we can see how useful the manually-labelled meta dialogue acts are for

browsing in that scenario. In other words, we would like to know to what degree

the decision audit participants rely on meta dialogue acts in the extractive summaries

compared to the other dialogue acts. Specifically, we look atinstances of summary

clicks, where a participant clicks on a summary dialogue actin order to navigate to

that part of the transcript and audio-video record.

For Condition EM, which incorporated extractive summariesof manual transcripts,

38% of extractive summary clicks on average are clicks on meta dialogue acts, as

defined in this chapter: dialogue acts that are reflexive, or related to decisions, actions

or problems in the meeting. Considering that such dialogue acts comprise only 23%

of extracted dialogue acts in total, it is surprising and encouraging that they represent

such a high proportion of summary clicks.

For Condition EA, on ASR transcripts, the story is similar. In this condition, 31%

of extractive summary clicks are on meta dialogue acts on average, despite these dia-

logue acts comprising only 20% of the total dialogue acts extracted for that condition.

In both cases, participants use meta dialogue acts much moreoften than would

be expected based simply on the frequency of those dialogue acts in the extractive

summaries. It is possible that users are more quickly able tounderstand and process

these dialogue acts and therefore are more likely to use themas indices into meeting

record. It might also be the case that these dialogue acts more obviously represent

significant moments or turning-points in the meeting discussions and therefore are
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good candidates for further browsing.

These patterns from the decision audit data give a good deal of extrinsic motivation

for researching the differences between meta and non-meta dialogue acts. Users clearly

find such summary units to be informative and useful beyond our prior expectation.

7.5 Discussion

There are several compelling results to the experiments presented herein. First of all,

we find that our combination of annotations into a single “meta” annotation was suc-

cessful in terms of identifying a group of dialogue acts thatshare common character-

istics and can be discerned from the remainder of the dialogue acts. These dialogue

acts are also realized quite differently from the generallyinformative dialogue acts, in

terms of prosodic and structural characteristics. According to the ROC and AUROC

evaluations, the classifiers perform very well in terms of the true-positive/false-positive

ratio.

We also find that the optimal classification according to AUROC utilizes a variety

of features, showing that it is advantageous to explore characteristics beyond lexical

features, incorporating prosodic and structural cues. Even classification using prosodic

features alone results in decent classification performance. The optimal feature subset

according to balanced accuracy is 13 features for manual transcripts and the entirety

of the feature set for ASR transcripts. Of the two new features, abstractive cuewords

are very useful but filled pauses are less useful and are excluded during feature subset

selection on manual transcripts. It may be the case that filled pauses are useful for

more generally classifying dialogue acts as informative oruninformative but simply

less useful for discerning meta dialogue acts from the negative class.

Compared with the results in Chapter 5, in creating these novel meta summaries

it is even more imperative to use a variety of multi-modal features in order to achieve

optimal results. In that previous chapter, we found that using a combination of all

features was consistently the best approach but that lengthand term-weight features

somtimes performed competitively on the test sets. Here we find that the best feature

type subset performs substantially worse than the combination of feature types. For

example, term-weight features for manual transcripts havean AUROC of 0.826 com-

pared with 0.843 for the selected feature combination, and for ASR they result in an

AUROC of 0.822 compared with 0.842 for the full feature set.

For the brief 700-word summaries we generated, we find that the new meta sum-
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maries are significantly better in terms of the new weighted f-score metric, and slightly

better in terms of the original weighted f-score metric. Thelatter result is very much

a surprise, as that evaluation metric is based on annotations of general informativeness

or uninformativeness, and it would have been expected that training on the original

annotation would therefore be superior. The reason seems tobe that annotator agree-

ment is higher when classifying these high-level dialogue acts compared with labelling

dialogue acts as just generally informative or not.

The ROUGE results are also very encouraging, with the new meta summaries out-

performing the low-level summaries according to both the ROUGE-2 and ROUGE-

SU4 metrics, the most generally reliable of the ROUGE suite of metrics. These find-

ings lend evidence to back up our intuition that the new meta summaries are more

similar to human abstracts.

By referring back to the decision audit evaluation and more closely analyzing users’

browsing behaviour in the extractive conditions, we are able to show that participants

utilize the meta dialogue acts much more than would be expected based on how fre-

quent such dialogue acts occur in the summaries. This provides evidence that our novel

research on meta dialogue act classification is justified from an extrinsic point of view;

users find these meta dialogue acts to be useful indices to themeeting record.

There are interesting similarities between this work and other types of dialogue act

classification such asdecision detection(Hsueh et al., 2007). The output of a decision

classifier can be thought of as a focused extractive summary,locating dialogue acts

that are informative for a particular reason. Like our current work, such classification

approaches are capable of creating more intelligent extractive summaries by looking

beyond the simple distinction of informative versus uninformative and instead basing

extraction on more specific relevance criteria.

There is also some comparison between this work and the work of Teufel and

Moens (1999). In creating abstracts of scientific articles,they viewed the abstract as a

template with slots relating to rhetorical roles such asbackground, purpose, solutions,

and conclusions. In a first supervised classification step, they attempted toextract

sentences that related to any of those rhetorical roles, andin a second classification

step they tried to assign the correct rhetorical role to eachextracted sentence. Their ex-

pressed desire was to create automatic summaries that were more than “just a collection

of sentences.” Like our current work, the extraction criteria are more meaningful and

the output is correspondingly more flexible. In addition to features such as location,

title overlap and sentence length, the authors also incorporated meta comments for the
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articles domain, such as “we have argued...”. While a meta perspective is a much more

common feature of meeting speech than most formal text data,it was useful for their

domain and would possibly be useful for other text data. For example, newswire arti-

cles sometimes contain phrases such as “it has been reported...” and “early reports are

that...” and these could potentially be exploited for summarization in the news domain.

7.6 Conclusion

This research has taken some first steps in creating speech summaries that do more than

merely indicate which dialogue acts are informative. We areable to classify dialogue

acts which relate to high-level aspects of the meeting discussion, including dialogue

acts relating to decisions, actions and problems encountered in the discussion. We

hypothesize that not only do such dialogue acts provide a better perspective of the

meeting discussion than low-level technical dialogue acts, but that users would find

them easier to understand when removed from their original contexts. This can be

tested by future extrinsic evaluations, and we have gone some way toward proving this

hypothesis here by revisiting the decision audit results.

We have also shown that annotators have more difficulty in agreeing on whether

something is simply informative or uninformative, compared with annotating dialogue

acts that are informative for a particular reason. Not only is annotator agreement higher

in the latter cases, but a summarizer that can classify a given dialogue act as being in-

formative for a particular reason is much more flexible in terms of creating a variety of

final summary structures. For example, by training on individual classes one could cre-

ate a summary that first lists dialogue acts relating to decisions, followed by dialogue

acts that identify action items for the following meeting. Ahierarchical summary could

also be created, with high-level dialogue acts at the top, linked to related lower-level

dialogue acts that might provide more detail.

Finally, it is hypothesized that such meta summaries will beuseful for moving

summarization research further down the extractive-abstractive continuum, by lending

themselves to further transformations and the generation of novel sentences about the

meeting content.



Chapter 8

Further Work

In this chapter we introduce several issues that stem from the current work and discuss

how they might be addressed in the near future: automatic compression, online sum-

marization, and spurt-based summarization. We first characterize each of the issues,

discuss some possibilities for addressing them, and present results of preliminary re-

sponses to these challenges. We then conclude by discussingfuture directions for this

work, and briefly describe other challenges within the field.

8.1 Dialogue Act Compression

8.1.1 Introduction

In automatic speech summarization systems, it has been shown that the length of an

utterance or dialogue act in seconds or in number of words is avery helpful feature

in determining informativeness for inclusion in an extractive summary (Maskey &

Hirschberg, 2005; Murray et al., 2006). This has been attested throughout this the-

sis, that features related to dialogue act length are very indicative of informativeness.

Consequently, summarizer output will likely consist of a concatenation of lengthy dia-

logue acts. If the compression rate for summarizing an hour-long meeting is quite low,

then few dialogue acts will be extracted. For that reason, itis very desirable to automat-

ically compress these dialogue acts so that more can be extracted without exceeding

the overall length limit.

Many automatic sentence compression techniques rely on deriving the syntactic

parse of a given sentence (Knight & Marcu, 2000; McDonald, 2006). Because sponta-

neous speech tends to be very fragmented and disfluent, successful parsing of speech

148
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often relies on the detection and correction of disfluencieswherever possible (Nakatani

& Hirschberg, 1993; Charniak & Johnson, 2001). Errorful ASRtranscripts of disflu-

ent speech add another layer of difficulty for syntactic parsers. Here we investigate

whether we can avoid the sequence of challenges inherent in disfluency correction and

speech parsing by carrying out compression without any syntactic information. This

section therefore explores the use of prosody in compressing informative dialogue acts

from meeting speech. More specifically, the techniques described below compress the

dialogue acts by trying to preserve the original pitch contour as much as possible in

the compressed dialogue act. The simple intuition behind this method is that prosody

is reflective of meaning (Steedman, 2000, 2007) and that preserving this aspect of the

prosody may preserve a great deal of the meaning as well.

Two methods of using prosody for speech compression are described below. They

are first evaluated subjectively by humans grading on both informativeness and read-

ability criteria, alongside human-authored gold-standards and random baseline com-

pressions. The second evaluation is edit distance, objectively measuring the string

distance between the automatic approaches and the gold-standards. In addition to the

prosodic and random approaches, a simple text compression method is implemented

and included for this edit distance evaluation.

8.1.2 Previous Work

In work by Hori et al. (2002), T. Kikuchi and Hori (2003), a sentence compression

method is described and results on English and Japanese broadcast news are given.

The authors use word confidence scores, word significance scores, trigram language

scores, and word concatenation scores to determine the optimal compression of a given

sentence. The difference between the language score and theword concatenation score

is that the former relies solely on trigram language probabilities while the latter is based

on the dependency structure of the sentence. For example, a given compression may

have a high language score but violate the dependency structure of the original. The

dynamic programming method for finding the optimal compression is described in

Hori and Furui (2004).

Again on Broadcast News data, Kolluru et al. (2005) present amulti-stage com-

paction method using a sequence of multi-layer perceptrons. First, confidence scores

are used to remove incorrectly transcribed words. A chunk parser identifies intra-

sentential chunks and a subset of the chunks are then chosen based on the presence of
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Named Entities andtf.idf scores.

Clarke and Lapata (2006) present a compression method for both text and speech

data, using the Ziff-Davis and Broadcast News corpora, respectively. Their scoring

function consists of an n-gram language model coupled with several constraints, with

the optimal compression given the constraints determined by Integer Programming.

The constraints are linguistically motivated and include stipulations such as requiring

that a compression contain at least one verb if the original sentence contains at least one

verb, and that if a verb is selected for the compression then its arguments are selected

as well. Clarke and Lapata also indicate their intention to apply their compression

method to meeting data. Reported results are on manual transcripts.

Ohtake et al. (2003) use prosodic features for speech-to-speech newscast compres-

sion and therefore do not use ASR at all. They locate accent phrase boundaries by an-

alyzing fall-rise F0 patterns, determine which adjacent accent phrases belong together

as single summary units, and then compare two prosodic methods for selecting the

most important summary units. For example, summary units can be eliminated if their

mean energy level falls below a pre-determined threshold orif a derived F0 summary

unit score is above a speaker-dependent threshold. The authors also attempt to use

prosodic features to determine whether a given summary unitdepends on the preced-

ing summary unit, so that when a summary unit is eliminated, its dependants are also

eliminated. Because broadcast news usually presents the most important information

first, all summary units from the first sentence are selected.

The approaches described above are all applied to broadcastnews speech. Because

broadcast news data contain both read and spontaneous portions, the challenges for

automatic compression may be slightly different than for meetings, which normally

feature purely spontaneous speech. Below we describe our novel compression methods

for such meeting data.

8.1.3 Compression Methods

This section presents the compression methods in detail. First, two prosodic methods

are described, both of which strive to compress the utterance by preserving the pitch

contour. A simple textual method is presented, as well as a baseline compression

method. A first step for each method is to remove simple filled pauses such asuh and

ermas well as immediate repetitions of a word. The compression rate is between 0.65

and 0.70 for all of the automatic compression methods.
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Figure 8.1: Sample Dialogue Act and Summary Contours (first prosodic method)

for each dialogue act

try: break dialogue act into prosodic phrases using pause duration

if not: at least three segments

then: segment using pitch reset

for each: prosodic phrase

calculate pitch slope(phrase)

for each: word

calculate pitch slope(word)

current length = 0

while: current length< desired length

for each: prosodic phrase

if not: at least three words

then: skip

else: selectargminword f (word) = (abs(slope(word)−slope(phrase)))

remove selected word from candidate set

current length += 1

Table 8.1: First Compression Algorithm

8.1.3.1 Prosodic Methods

The first prosody method begins by breaking the utterance into prosodic phrases or

chunks. The primary cue for phrase boundary is pause length,with pauses of 100 ms

or more being considered a boundary. A secondary method is tolook for instances of

pitch reset which would signal the beginning of a new prosodic phrase. More specif-

ically, we are looking for areas where the pitch falls to a lowlevel for at least 300 ms

before rising sharply again, with the fall-rise pattern signalling the pitch declination

of one phrase and the beginning of another. We first attempt tolocate the boundaries

using only pause, as it is considered more reliable, but if weare unable to break the

dialogue act into at least 3 chunks, we revert to looking at pitch reset as well.

Once the prosodic phrases are located, the overall pitch slope for each phrase is

measured. We then begin an iterative process, wherein for each phrase we measure
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Figure 8.2: Sample Dialogue Act and Summary Contours (second prosodic method)

the pitch slopes of its constituent words and select the wordwhose slope is closest to

that of the phrasal slope. If a phrase has no more than two words, we skip it altogether

as it is likely to be a disfluent fragment. We continue the iterative process until the

desired number of words has been selected for the compression. Table 8.1 gives the

pseudo-code for the first compression algorithm.

Figure 8.1 shows the F0 values and cubic regressions of thosevalues for the pitch

contours of the following utterance and summary pair:

Original : So given these um these features or or these these examples umcritical

examples which they call support f- support vectors then um given a new example if

the new example falls um away from the boundary in one direction then it’s classified

as being a part of this particular class

Compression: So given these features or these examples critical exampleswhich

they call support vectors then given a new example if new example falls boundary in

one direction then being a part of this particular class

It is worth noting that these cubic regressions are highly stylized versions of the

pitch contours, and that in reality the pitch data is much noisier than the regressions in-

dicate. Furthermore, there are a variety of factors that could cause a given compression

to have a substantially different pitch contour than the overall dialogue act contour, e.g.

skipping disfluent fragments and removing filled pauses.

The second method is more crude and does not depend on recognizing phrase

boundaries. Instead, the pitch contour for the entire dialogue act is represented as a

vector of F0 values. Compression proceeds by deleting wordsone at a time, based

on how large an effect each word’s deletion has on the pitch contour. For each itera-

tion of the procedure, each word has its F0 values deleted from the pitch vector and

replaced with interpolated values between its former neighbouring words. This new
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for each: dialogue act

create vector of dialogue act F0 values

for each: word

delete word’s F0 values from dialogue act vector

vectorword = interpolate missing F0 values

calculate cosine(vectorword , original vector)

current length = full length

while: current length> desired length

removeargmaxword f (word) = cosine(vectorword , original vector)

current length -= 1

Table 8.2: Second Compression Algorithm

pitch vector is then compared with the original pitch vectorby using cosine similarity.

The word with the highest cosine similarity is deleted, as the removal of its F0 values

had little effect on the overall pitch contour. Again, the procedure continues until the

desired length is reached. Table 8.2 gives the pseudo-code for the second compression

algorithm.

Essentially, the two prosodic methods are working from opposite directions, one

iteratively selecting words while the other is iterativelyeliminating words. There are

significant procedural differences, however, as the lattermethod does not use phrasal

information and thus would not ignore short fragments as theformer method would.

This second method also relies on overall pitch vector similarity, which may not be as

reliable as measuring slope at the phrasal and word levels.

Figure 8.2 shows cubic regressions for the pitch contours ofthe following utterance

and summary pair:

Original : And the interesting thing is that even though yes it’s a digits task and

that’s a relatively small number of words and there’s a bunchof digits that you train

on it’s just not as good as having a a l- very large amount of data and training up a a

a nice good big HMM

Compression: And interesting thing is that though yes it’s digits task andthat’s

relatively small words and there’s bunch digits you train onit’s just not good as having

a large amount and training up a nice good big HMM

8.1.3.2 Simple Text Method

For the second evaluation scheme described below, we implement a simple text com-

pression method for comparison. As in the methods describedabove, we began by

deleting filled pauses and repetitions. We then assign each word in the dialogue act
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a tf.idf score, a metric which gives high ranks to words that are frequent within a

document but rare across multiple documents. We select the words with the highest

tf.idf scores until the desired compression length is reached. This text compression

method is quite simple but nevertheless one would have a reasonable expectation of

high informativeness using this method.

8.1.3.3 Baseline

To assess baseline performance, we randomly select the desired number of words,

using the same compression level, and present them in the original order.

8.1.3.4 Gold Standard

The gold standard for compression is human-authored compressions. Manual com-

pressions are made with a compression rate between 60% and 70%. The manual

compressions are restricted to using only words from the original dialogue act and

are presented in the original order, as with the automatic methods. The slightly wider

window for the compression rate is because it is not feasibleto require human anno-

tators to compress an utterance to a precise percentage of the original. The manual

compressions for these experiments were created by a singlehuman annotator.

8.1.4 Evaluation

Two methods of evaluation are carried out, the first being a subjective analysis us-

ing human annotators who rate each compression on two criteria, and the second be-

ing a measure of edit-distance to a gold-standard compression. The text compression

method was not implemented until after the human evaluationwas complete, and so it

is only included in the edit-distance evaluation.

Thirty dialogue acts from the ICSI corpus are chosen which were output from the

summarizer described in (Murray et al., 2006), which represents early work on the

ICSI corpus using a much smaller corpus of lexical and prosodic features than the

database described in Chapters 5 and 7. These dialogue acts average about 27 words

in length. The content of the dialogue acts is quite technical, and though it would have

been possible to select less technical and shorter dialogueacts, we are fundamentally

concerned with how our compression method performs on actual summarizer output.
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8.1.4.1 Subjective Evaluation

Five human judges are presented with the output of four compression methods on

the test set, for a total of 120 compressions to be evaluated.These four methods are

random baseline compressions, human-authored gold-standard compressions, and the

two prosodic compression methods. The judges are asked to rate each compression

for two criteria, informativeness and readability. The ratings are made on a 1-5 Likert

scale with 1 being ’Very Poor’ and 5 being ’Very Good.’

8.1.4.2 Informativeness

When rating a given compression in terms of its informativeness, judges are asked to

keep in mind whether the compression retains the most important parts of the original

utterance and refrains from including irrelevant or unnecessary parts of the original.

They are instructed that this is a distinct and separate rating from readability, so that a

compression may score high on informativeness and still do very poorly on readability.

8.1.4.3 Readability

When rating a given compression in terms of its readability,judges are asked to con-

sider whether the compression seemed grammatical and fluentrelative to the original

and whether the compression is generally readable. The termrelative is included in

the instructions because a compression which is an ungrammatical fragment should

not be scored very low if the original utterance was also an ungrammatical fragment,

for example.

8.1.4.4 Edit Distance

The second method of evaluation is edit distance, which utilizes our human-authored

compressions as a gold-standard for an objective comparison. The edit distance be-

tween two strings is defined as 1− (I +D+S)/R, where R is the number of words in

the reference string and I, D and S are insertions, deletionsand substitutions, respec-

tively. This metric thus objectively measures how close an automatically compressed

string comes to the ideally compressed string. For this evaluation, four compression

approaches are measured against the reference string, withthe four approaches being

random, text-based, and two prosodic approaches.
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Figure 8.3: Informativeness Scores for Four Compression Methods

random pros1 pros2 manual

method

0.00

1.00

2.00

3.00

4.00

5.00

re
ad

Α

Figure 8.4: Readability Scores for Four Compression Methods

8.1.5 Results

8.1.5.1 Subjective

Figure 8.3 shows the averaged informativeness scores for the four compression meth-

ods. The inter-annotator agreement is very good, with the correlation of macro-averaged

scores above 0.9 for each annotator pair. The manual compressions are rated signifi-

cantly higher than the others (p<0.05), with an average informativeness score of 4.65.

Both of the prosodic approaches are significantly better than random (p<0.05) but are

not significantly different from one another. The first prosodic approach has an aver-

age informativeness score of 3.69 and the second prosodic approach has an average of

3.82. The random compressions average 2.08 in terms of informativeness.

Figure 8.4 shows the averaged readability scores for the four compression methods.

The inter-annotator agreement is again very good, with correlations above 0.9 for each
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Figure 8.5: Edit Distance for Four Compression Methods

annotator pair. The significant effects are the same as thoseof the informativeness

scores, with the manual compressions rating significantly higher than the other ap-

proaches (p<0.05) and the prosodic approaches being significantly better than random

(p<0.05) but not significantly different from one another. The manual compressions

have an average readability score of 4.6, the first prosodic approach averages 2.93, the

second prosodic approach averages 3.15, and the random compressions average 1.77

in terms of readability. While the random and prosodic approaches have readability

scores significantly lower than their informativeness scores, the manual compressions

score comparably on both readability and informativeness.It’s clear that human judges

are able to separate the two criteria when giving their ratings.

8.1.5.2 Edit Distance

Figure 8.5 shows the results of the edit distance metric, in which the manual gold-

standard compressions are compared with the random and prosodic approaches, as

well as a simpletf.idf approach. The most striking aspect of these results is that the

tf.idf method performs only at the level of the random method. The prosodic ap-

proaches are significantly better (p<0.05), with an average edit distance of 0.56 and

0.53, respectively. Thetf.idf and random approaches each have an average edit dis-

tance of 0.44. It can be noted that there is a large amount of variance with thetf.idf

approach, sometimes performing very well and other times failing completely.
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8.1.6 Conclusion

This section has presented a novel method of compressing utterances by preserving the

pitch contour of the original within the compressed version. This compression method

is meant to be robust to the disfluencies and ungrammaticalities of meeting speech,

and the results are encouraging. We report the findings of a pilot study evaluating

two implementations of this approach. Based on both subjective and objective evalu-

ation metrics, the prosodic approaches are far better than random compression. Ob-

jective evaluation using edit-distance also shows the prosodic methods outperforming

a keyword-based compression approach. Relative to human-authored gold-standards,

the readability of the prosodic compressions suffers but there are quite high levels of

informativeness.

Though the second prosodic method was thought to be cruder than the first, it per-

forms slightly but not significantly better in terms of both readability and informative-

ness. Future work may combine the two methods in order to optimize the compression

results.

This is very early work on compression for meeting dialogue acts, but it does in-

dicate that there is a role for prosody in such a task. Future work would likely benefit

from the inclusion of additional features such as ASR confidence scores and n-gram

language modelling to increase informativeness and readability.

8.2 Towards Online Speech Summarization

8.2.1 Introduction

The majority of speech summarization research has focused on extracting the most in-

formative dialogue acts from recorded, archived data. However, a potential use case for

speech summarization in the meetings domain is to facilitate a meeting in progress by

providing the participants - whether they are attending in-person or remotely - with an

indication of the most important parts of the discussion so far. This requires being able

to determine whether a dialogue act is extract-worthy before the global meeting con-

text is available. This section introduces a novel method for weighting dialogue acts

using only very limited local context, and shows that high summary precision is possi-

ble even when information about the meeting as a whole is lacking. The novel online

summarization method is shown to significantly increase weighted f-scores compared

with a method using no contextual information.
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When applying speech summarization to the meetings domain,the goal of most re-

search has been to extract and concatenate the most informative dialogue acts from an

archived meeting in order to create a concise and informative summary of what tran-

spired. Such summaries are analogous to the traditional manual minutes of a meeting,

and are relevant to use cases such as a person wanting an overview of a meeting they

missed, or a person wanting to review a meeting they attended, as a mental refresher.

However, there are many use cases that go beyond the scenarioof a user accessing an

archived meeting. For example, someone might join a meetinghalfway through and

require a method of catching up on the discussion without disturbing the other par-

ticipants. A second example is a person who is remotely monitoring a meeting while

attending to another task, with the intention of joining thegroup discussion when a

certain topic is broached. These use cases require the development of online summa-

rization methods that classify dialogue acts based on a muchmore limited amount of

data than previously relied upon.

This section introduces effective methods for scoring and extracting dialogue acts

based on examining each candidate’s immediate context. A method ofscore-trading

is introduced and described wherein redundancy is reduced while informativeness is

maximized, thereby significantly increasing weighted f-scores in our evaluation.

8.2.2 Weighting Dialogue Acts

This section describes three methods of scoring and extracting dialogue acts, the first

of which relies on a simple term-score threshold, and the second two of which rely on

a more complex score-trading system within the dialogue act’s immediate context.

8.2.2.1 Residual IDF

The experiments described in Chapter 4 have shownridf to be superior to IDF on this

data. Our first method of extraction then is to simply sumridf term-scores over each

dialogue act and extract a given dialogue act if it exceeds a pre-determined thresh-

old. Based on using various thresholds on a separate development set of meetings, a

threshold of 3.0 is used for the experiments below.ridf scores were calculated using a

collection of documents from the AMI, ICSI, MICASE and Broadcast News corpora,

totalling 200 speech documents (AMI test set meetings were excluded). We cannot

usesu.idf or tf.idf for this set of experiments, as they require a great deal of meeting

context, if not the entire meeting, in order to calculate theterm-weights. In contrast,
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ridf relies solely on frequencies from the document collection without reference to

term-frequency in the document at hand.

8.2.2.2 Score-Trading

The previously described method uses no knowledge of dialogue act context, and there-

fore does not address redundancy or importance relative to neighboring dialogue acts.

A dialogue act is simply extracted if it scores above a given threshold. In contrast,

the following two methods use a limited amount of context in order to maximize in-

formativeness in a given region and to reduce redundancy, via a simple score-trading

scheme.

For each dialogue act, we examine the ten preceding and ten subsequent dialogue

acts. For each unique word type in that 21-dialogue-act window, we total its overall

score (itsridf score times its number of occurrences in that window) and reapportion

that overall score according to the relative informativeness of the dialogue acts con-

taining the term. For example, if the word ‘scroll’ has anridf score of 1.2 and it occurs

twice in that window, in two different dialogue acts, it has atotal score of 2.4. If one

of the dialogue acts containing the term ’scroll’ has a dialogue act score of 5.0 and the

other has a dialogue act score of 3.0, the overall term score is apportioned in favor of

the former dialogue act, so that is receives a revised term score of 1.5 and the latter re-

ceives a revised term score of 0.9. As a result, the dialogue act score for the former has

increased while it has decreased for the latter. This methodof score-trading places the

burden of carrying that term’s information content onto themore generally informative

dialogue acts, which also has the effect of reducing redundancy. Figure 8.6 illustrates

the basic premise behind this scheme.

A dialogue act’s initial score, or Ascore, is simply the sum of its constituent words’

ridf scores:

Ascore(d) =
W

∑
i=1

rid f (ti)

whereW is the number of words in the dialogue act. The revised term-score for

word t in dialogue actd is given by

Trade(t,d) = rid f (t) ·N(t) · (
Ascore(d)

∑M
i=1Ascore(i)

)

whererid f (t) is the originalridf score for the term,N(t) is the number of times

that the termt appears in the context window, andM is the number of dialogue acts in

the window that are indexed by termt.
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Figure 8.6: Score-Trading Between Dialogue Acts

A dialogue act’s Bscore is then the sum of its revised term-scores:

Bscore(d) =
W

∑
i=1

Trade(ti,d)

After deriving the Bscore score, the dialogue act in question is extracted if it satis-

fies the case

Bscore>= 3.0

The second score-trading method is similar to the first, but adialogue act is ex-

tracted if it satisfies the formula

(2 ·Bscore)−Ascore>= 3.0

where Ascore is the original score and Bscore is the adjustedscore. The reasons

motivating this latter method are twofold. First, a dialogue act’s adjusted score (i.e.

Bscore) may still be below the 3.0 threshold, but if it has increased significantly com-

pared to the Ascore, that indicates its importance in the local context and we want to

increase its chances of being extracted. Second, a dialogueact’s adjusted score may

be above 3.0 but it is well below its original Ascore, indicating that it has lost informa-

tiveness and may well be redundant in the local context. As a result, we want to reduce

its chance of being extracted.

8.2.3 Experimental Setup

For this set of experiments we use the AMI meeting corpus testset, comprised of 20

meetings total. For our evaluation, we rely on weighted precision/recall/f-score as used

in previous chapters and described in detail in Chapter 3 Section 3.5.4.1 (page 33).

The generated summaries range between 600 and 3000 words in length, as the

meetings themselves greatly vary in length. Unlike summarization of archived meet-

ings, here we do not specify a set summary length in advance since the length of the

meeting is not known beforehand. It would be possible to set an extraction ratio and/or

to have the resultant summaries revised to fit a particular length requirement once the

meeting has finished, but here we simply decide whether or notto extract each dialogue

act candidate without consideration of the summary length at that point.
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sys man-prec man-rec man-fsc asr-prec asr-rec asr-fsc

ridf 0.608 0.286 0.382 0.612 0.276 0.374

trade 0.611 0.295 0.391 0.610 0.285 0.383

tdiff 0.603 0.305 0.399 0.605 0.295 0.392

Table 8.3: Weighted Precision, Recall and F-Scores

ridf =DA extracted if Ascore>= 3.0, trade=DA extracted if Bscore>= 3.0, tdiff =DA

extracted if Bscore - (Ascore-Bscore)>= 3.0
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Figure 8.7: Score-Trading at Multiple Thresholds

8.2.3.1 Results

Table 8.3 presents the weighted precision, recall and f-scores for the three approaches

described above. One of the most surprising results is that the weighted precision

in general is not drastically lower than the scores found when creating very brief sum-

maries of archived meetings. For example, in Chapter 4, creating 700-word summaries

of the same test set usingridf yielded an average weighted precision of 0.66 (page 48).

All three online approaches presented here have average weighted precision around

0.61. This is particularly surprising and encouraging given that these summaries are

on average much longer than 700 words.

The third approach, labelledtdiff in Table 8.3, is superior in terms of f-score on

both manual and ASR transcripts.ridf performs the worst on both sets of transcripts,

and the second approach labelledtrade is in-between. Significant results in the table

are presented in boldface. The methodtdiff achieves significantly higher recall than

the other two methods on manual transcripts, and both recalland f-score are signifi-

cantly higher on ASR (paired t-test, p<0.05). The most encouraging result of this third

approach is that it is able to significantly increase recall without significantly reducing
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sys man-prec man-rec man-fsc asr-prec asr-rec asr-fsc

trade 0.599 0.291 0.386 0.608 0.291 0.388

tdiff 0.589 0.306 0.398 0.593 0.304 0.398

Table 8.4: Weighted Precision, Recall and F-Scores (Offline)

trade=DA extracted if Bscore>= 3.0, tdiff =DA extracted if Bscore - (Ascore-Bscore)>=

3.0

precision.

Having determined the effectiveness of the third approach,we subsequently run

this score-trading method at multiple thresholds of 2.0, 3.0 and 4.0 to gauge the effect

on weighted precision, recall and f-score. The results are displayed in Figure 8.7. A

threshold between 2 and 3 results in a good balance between recall and precision, while

a threshold of 4 results in drastically lower recall and onlyslightly higher precision.

The score-trading results reported so far stem from an implementation of the method

that has an algorithmic delay of 10 dialogue acts. We are interested in what benefit,

if any, could be gained by increasing the algorithmic delay and thereby increasing the

amount of context used. The two score-trading approaches are therefore run fully of-

fline, so that the context for each dialogue act is the entire meeting (the first approach,

based simply onridf results, is the same online versus offline since it does not use

context). Because there is a larger amount of score-tradingwhen using all meeting di-

alogue acts for comparison, a given dialogue act would have to be very informative in

order to have its overall Ascore increase. The expectation is that running this method

offline would result in higher precision and perhaps lower recall. Table 8.4 presents the

weighted precision, recall and f-scores for the offline systems. The third approach, la-

belledtdiff in Table 8.4, is again superior to the second approach, labelled trade, with

significant differences between the two in terms of recall and f-score on both manual

and ASR transcripts. However, neither approach is significantly different when run

offline versus online. The trend is for precision to be slightly lower when run offline

and recall to be slightly higher, the opposite of what was expected.

8.2.4 Discussion

The results above show that the score-trading scheme is ableto significantly increase

recall and f-score with no significant decrease in precision. More specifically, it allows
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us to reject dialogue acts that may have scored highly but were redundant compared

with similar and more informative neighboring dialogue acts, and allows us to retrieve

dialogue acts that may have scored below the threshold originally but subsequently had

their scores adjusted based on local context.

In general, it is interesting that high precision is attained via these three methods

that use either no context or only local context. As mentioned earlier, previous experi-

ments on creating very concise summaries using global information about the meeting

achieved weighted precision of only a few points higher thanthese results. It turns out

that restrictions such as the inability to create an overallranking of dialogue acts in

a meeting and inability to rely on term-frequency information are not severely detri-

mental to the ultimate results. In Chapter 4 (e.g. pages 48 and 51), we found that

term-weighting approaches that do not rely on overall term-frequency in the meeting

can perform very competitively, and this experiment yieldsa similar conclusion.

A related finding is that there is no benefit to running the score-trading methods

completely offline, using the entirety of the meeting’s dialogue acts as context. In fact,

precision results were slightly better when examining onlythe limited context. It may

be that dialogue acts sharing some of the same terms and existing within proximity to

each other tend to be more similar than dialogue acts sharingsome of the same terms

but existing at various locations spread throughout the meeting. In that case, score-

trading between ostensibly similar dialogue acts would notalways be beneficial if the

examined context is too large. This relates to work by Galley(2006), who proposed

a restricted form of Pyramids evaluation based on the observation that words that are

similar but occur in different parts of the meeting can have very divergent meanings.

While the score-trading methods outperform the simpleridf threshold method,

with the third summarization system performing the best, itwould seem that the meth-

ods are complementary. Because theridf method requires no contextual information, a

dialogue act can be immediately extracted or rejected on a preliminary basis. Once the

subsequent context for a dialogue act becomes available, that decision can be revised

based on score-trading. User feedback could provide a further source of input for such

dynamic summary creation.

Score-trading is similar in spirit to MMR (Carbonell & Goldstein, 1998), described

in detail in Chapter 5 Section 5.2 (page 64), in that they bothwork to heighten infor-

mativeness and reduce redundancy in the summary. Whereas MMR penalizes a given

sentence with a redundancy score based on similarity to already-extracted sentences,

we compare each candidate dialogue act to its surrounding dialogue acts, and a dia-
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logue act can have its score decrease, increase or remain thesame based on how gen-

erally informative it is and whether the surrounding dialogue acts have term overlap

with the candidate.

8.2.5 Conclusion

This section has introduced a novel method for the online summarization of spoken

dialogues, using a score-trading scheme intended to reduceredundancy and to develop

a more subtle view of informativeness. By looking at informativeness beyond the level

of the dialogue act and examining local context around the candidate dialogue act, we

are able to locate words that are generally informative in a local region of the meeting

transcript and to place the burden of carrying those words’ informativeness onto the

most informative dialogue acts in that region. An encouraging finding for the prospect

of online meeting analysis is that weighted precision scores are not drastically lower

than the precision scores found in previous work on very concise summarization of

archived meetings, even when the recall of the summaries contained herein is much

higher. Running the score-trading methods offline does not result in any added benefit

compared with using only a small amount of context and executing the method online.

8.3 Summarization Without Dialogue Acts

8.3.1 Introduction

In previous chapters, our summarization systems have relied on dialogue acts as input,

using those segments as the units of extraction. In this section, we briefly consider the

use ofspurtsrather than dialogue acts as our summary units (Shriberg et al., 2001).

A spurt can simply be defined as a region where a meeting participant is speaking

continuously, with boundaries determined by pause information. A primary benefit of

using spurts rather than dialogue acts is that we can quicklysegment the speech stream

into meaningful units without time-consuming dialogue actsegmentation. This is of

particular importance for online summarization as described in the previous section.

Spurt segmentation may also result in units of finer granularity than dialogue acts and

allow us to more accurately pinpoint informative regions ofthe meeting.
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8.3.2 Spurt Segmentation

In defining spurts, we rely entirely on pauses and filled pauses for determining the

unit boundaries. This is in contrast to most work on dialogueact segmentation, where

prosodic features along with n-gram language models are used for segmentation (Ang

et al., 2005; Dielmann & Renals, 2007). Taking automatically speaker-segmented

ASR output as our input, we place a spurt boundary at any location where the inter-

word pause for a speaker is 400 ms or longer, or where there is apause of at least

200 ms plus a filled pause such as “um,” “uh,” or “erm.” Once we have segmented

the speech stream of each speaker in the meeting, the final input to the summarization

system is the list of spurts ordered so that they are monotonically increasing according

to start-time.

8.3.3 Experimental Overview

These spurt-based experiments are performed on the AMI corpus test set.

Once we have the input format described above, summarization proceeds simply

by scoring each spurt using thesu.idf metric, identical to the process described in

Chapter 4 Section 4.1.3 (page 46). Each spurt’s score is calculated as the sum of its

constituent word scores. We then rank the spurts according to their scores and extract

until we reach the length limit of 700 words.

Throughout most of this thesis, we have relied on weighted precision/recall/f-score

for our evaluation metrics, using multiple human extractive annotations of dialogue

acts. Now that the summarizer no longer uses dialogue acts asits summary units, we

have to rely on other evaluation metrics. For this purpose, we use the ROUGE-2 and

ROUGE-SU4 n-gram metrics (Lin, 2004), which calculate bigram and skip bigram

overlap between automatic and multiple reference summaries.

For comparison, we include human summaries of the same length, 700 words,

choosing one annotator at random for each meeting and extracting their most-linked

dialogue acts until reaching the length limit. These human summaries are then also

compared with human gold-standard abstracts using ROUGE.

8.3.4 Results

Table 8.5 lists the ROUGE-2 scores for the AMI test set meeting summaries, for both

the automatic spurt-based approach described above and human-level performance.
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Meet ASR-Spurts Human

ES2004a 0.02657 0.05105

ES2004b 0.01770 0.01735

ES2004c 0.03994 0.02675

ES2004d 0.01102 0.01362

ES2014a 0.06946 0.08037

ES2014b 0.03252 0.03518

ES2014c 0.06032 0.07938

ES2014d 0.05168 0.06133

IS1009a 0.10370 0.14720

IS1009b 0.02184 0.06278

IS1009c 0.03873 0.10256

IS1009d 0.06166 0.08995

TS3003a 0.04813 0.04558

TS3003b 0.07564 0.04234

TS3003c 0.06742 0.06541

TS3003d 0.04843 0.05155

TS3007a 0.08180 0.08254

TS3007b 0.01933 0.01591

TS3007c 0.04792 0.06069

TS3007d 0.02420 0.02417

AVERAGE 0.047 0.058

Table 8.5: ROUGE-2 Scores for Spurt Summarization and Human Summarization

We find that according to ROUGE-2, not only does performance not decrease when

using simple spurt segmentation instead of dialogue act segmentation, the scores are

actually higher than the ROUGE-2 scores reported in Chapter7 Section 7.4.3.1 (page

140). The ROUGE-2 average for the meta summaries applied to ASR described in

that chapter is 0.041 compared with 0.047 here, a significantresult according to paired

t-test (p<0.05).

Table 8.6 lists the ROUGE-SU4 scores for the spurt-based summaries and the hu-

man summaries. The average for the spurt-based approach is 0.079, which again is

significantly better than the highest ROUGE-SU4 scores reported in Chapter 7 (page

140), 0.070 (p<0.05). We also find that the average for the spurt-based method ap-

proaches human-level performance on this metric. On many meetings it is in fact

superior to human performance.

The following excerpt of the summary for meeting TS3003c shows that many of

the extracted spurts are quite short, often less than 10 words, compared with the higher

word counts for the AMI and ICSI summary dialogue acts in Chapter 5 Section 5.6

(page 77):

Speaker D:Uh the remote control and the docking station



Chapter 8. Further Work 168

Meet ASR-Spurts Human

ES2004a 0.04255 0.06016

ES2004b 0.04845 0.05664

ES2004c 0.06145 0.07204

ES2004d 0.04263 0.04812

ES2014a 0.09303 0.10463

ES2014b 0.07475 0.07813

ES2014c 0.09769 0.10030

ES2014d 0.08080 0.07982

IS1009a 0.15810 0.15256

IS1009b 0.06884 0.08556

IS1009c 0.06422 0.11776

IS1009d 0.10325 0.12989

TS3003a 0.06924 0.05704

TS3003b 0.12962 0.07534

TS3003c 0.10156 0.10064

TS3003d 0.06387 0.07626

TS3007a 0.09938 0.09572

TS3007b 0.05804 0.05687

TS3007c 0.08521 0.07990

TS3007d 0.05244 0.05595

AVERAGE 0.079 0.084

Table 8.6: ROUGE-SU4 Scores for Spurt Summarization and Human Summarization

Speaker D:Docking station and small screen would be or main points of
interest because this would be

Speaker D:Advise that it should be remote control on the docking station
should be telephone

Speaker D:So you could imagine that uh the remote control be standing
up

Speaker D:Design where the remote control just lies

Speaker D:And grey black colour for the

8.3.5 Discussion

The reason that the spurt-based approach performs better than the dialogue-act based

approach according to ROUGE seems to be that there is a finer level of granularity.

For the AMI test set, there are on average nine fewer dialogueacts extracted for each

meeting compared to spurts extracted. The spurts simply tend to be shorter, and so

we can extract more of them. The mean word count of a dialogue act in the AMI

test set meetings is 6.3 (s.d. 7.1), compared with 5.4 (s.d. 6.6) for spurts (interestingly,

however, the average of thelongestspurt from each meeting is very slightly higher than
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the average of the longest dialogue act). Since our units area finer granularity it may be

that we can more easily separate the informative and non-informative portions of the

transcript. For example, with dialogue acts we might extract a very long dialogue act

because it has several high-scoring words, but in fact theremay be only one part of the

dialogue act that is particularly relevant and the remainder would simply be included

because it is one extraction unit.

Of course, one solution to this problem is to compress dialogue acts after extraction,

and the first section of this chapter described one set of compression experiments.

However, a certain amount of compression would be unnecessary if we began with

a finer granularity for our extraction units. It is somewhat of a roundabout process to

segment dialogue acts, extract the most informative ones, which tend to be longer units,

and then compress them, compared with simply using finer extraction units to begin

with. Compression is still very useful, especially when theinformative portions of the

extraction unit are spread throughout the unit with intervening uninformative words or

phrases, but using spurts may decrease our need to carry out any further compression.

8.4 Conclusion

This section has described three areas of further research on extractive summariza-

tion and discussed preliminary methods of addressing the inherent challenges. For

automatic compression, we described prosody-based methods that outperform a sim-

ple text-based approach for compressing a set of dialogue acts from the ICSI corpus.

Compression is an active area of research in and of itself andthe methods presented

here are preliminary and fairly simple, but they illustrateto some extent the usefulness

of prosodic features for this task. Other possible featuresof interest for dialogue act

compression are n-gram language model probabilities and ASR confidence scores, and

a competitive system could perhaps combine such features with prosodic information

for robust compression results.

We then addressed the challenge of online summarization, wherein we must de-

cide whether or not to extract a dialogue act before we have the full context of the

meeting. We introduced a score-trading mechanism by which we adjust dialogue act

scores based on the immediate surrounding context in the meeting. We showed that

even without access to the full meeting, we are able to extract dialogue acts with a

high level of precision. This finding is particularly interesting within the scope of the

AMIDA project, where meetings are automatically analyzed in as close to real-time as
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possible. Two variations on score-trading were both found to be effective, increasing

the weighted f-score compared with extraction based on summedridf scores alone.

In the third section of this chapter, we discussed spurt-based segmentation, car-

rying out summarization with extraction units segmented bypause and filled pause

information. We find that by using spurts, our ROUGE scores surpass the ROUGE

scores from using dialogue act segments. Additionally, we find that the ROUGE re-

sults for spurt-based summarization approach human performance on the AMI corpus

meetings. The findings of the spurt results have ramifications for the results in the

prior two sections of this chapter. First of all, we hypothesize that using a finer level

of granularity in our extraction units will make us less reliant on needing to carrying

out further compression. And second, spurt-based segmentation will be very useful

for online summarization, wherein the speech stream must besegmented as quickly as

possible and full dialogue act segmentation is not feasible.

Finally, we can briefly mention other challenges and directions for speech summa-

rization in the coming years. In general, it is expected thatthe speech summarization

community in the immediate future will focus increasingly on moving beyond simple

extractive summarization, as will the summarization community in general. In Chap-

ter 7 we have laid groundwork that will hopefully inform and aid future research in

making extractive summaries more abstractive, or creatinghybrid summaries.

The unique nature of group multi-modal interaction means that multi-modalsum-

mariescan be generated to convey the information contained in a meeting. Future

summarization work in this domain may increasingly look at combining edited video,

audio, and transcripts with selected slides, screenshots and notes in order to create

complex summaries from multiple sources. These multi-modal information sources

can be exploited not only in the meeting browser, but as features in the summarization

system itself. For example, note-taking behaviour by the meeting participants might

be particularly indicative of the presence of relevant information at that point in the

discussion.

Work on the summarization of meetings will also look increasingly at complex

interactions involving remote participants who may be linked via video or telephone.

As remote conferencing equipment becomes more commonplace, it will become in-

creasingly rare to find that all meeting participants will beattending the discussion in

person. Technologies that facilitate these long-distanceconversations both during and

between meetings will be vital.

More generally, in the coming years speech summarization research will likely
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expand into new speech domains. Most work to date has been carried out on broadcast

news, lectures, telephone speech or meetings. In the near future the popularity of

podcasts and audio-based discussion forums may merit research in those areas.

It has been widely agreed upon that summarization researchers should incorporate

extrinsic evaluations as much as possible rather than solely relying on intrinsic mea-

sures, and the coming years may see the development of widelyaccepted and adopted

extrinsic schemes for evaluating summaries of this type of data. In Chapter 6 we have

described one such extrinsic evaluation, thedecision audittask, which hopefully can

inform the eventual adoption of a standardized extrinsic task in the community.

The speech summarization community would greatly benefit from an annual meet-

ing along the lines of the Document Understanding Conference, which, for the text

summarization community, has allowed researchers to establish the state of the art and

compare numerous systems on benchmark tasks. Such a conference would likely ex-

pedite development in this field and introduce researchers to the current relevant work

going on at institutions other than their own. Perhaps no other single step would in-

crease the quality of speech summarization in the immediatefuture as much as this

would.



Chapter 9

Conclusion

9.1 Discussion

In this thesis we have examined the task of extractive summarization of spontaneous

multi-party speech, and specifically researched the usefulness of various multi-modal

features for several stages of the summarizaton process. The experimental hypothesis

has been that utilizing the multitude of features availablefor this type of data would be

beneficial compared to simply treating the summarization task as a text summarization

task with a noisy transcript. We have repeatedly demonstrated this hypothesis to be

true, showing that a rich variety of lexical, prosodic, structural, and speaker features

yield optimal results for the overall task.

The most important contributions of this research are four-fold, which we summa-

rize in order of the thesis structure. First, we have compared several term-weighting

approaches in terms of summarization performance on meeting data. Our first novel

term-weighting method,su.idf, which relies on differing term usage among speakers,

performs at state-of-the-art levels compared with the techniques imported from text IR.

A second novel method,twssd, relies on speaker and structural correlates of terms and

performs competitively without any recourse to term-frequency or collection-frequency

information. We also found that these novel metrics differ between corpora, with the

former performing better on the AMI data and the latter rating better on the ICSI data.

In Chapter 5, we usedsu.idf andtf.idf as the vector weights in a variety of summariza-

tion systems and foundsu.idf to be consistently superior. This portion of the research

will inform future work on speech summarization, as choosing a term-weighting metric

is a vital first development step for most summarization systems and there are numer-

ous metrics from which to choose.
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Second, we have conclusively determined the most effectivesets of features for

summarizing meeting data, using multiple corpora, so that future research on this data

will be well-informed in regards to deciding which individual features and general

feature sets merit inclusion in the research. The features analysis is the most com-

prehensive that we have seen for these two meeting corpora inregards to automatic

summarization research. More importantly, we have illustrated the importance of in-

vestigating a wide variety of features in order to achieve optimal results. In Chapter 5,

we described several unsupervised summarization techniques applied to this data, as

well as supervised methods utilizing a variety of multi-modal features for this data. We

found that we could achieve the best extraction results according to weighted f-score

by using a combination of lexical, prosodic, speaker, structural and length features.

We also found that using certain feature subsets alone can yield good summarization

results. Using only prosodic features, for example, allowsus to create decent quality

summaries, allowing for the possibility of creating audio-to-audio summaries without

automatic speech transcription. It was also repeatedly found that summarization re-

sults did not deteriorate on the ASR-aligned databases. Thesummarization techniques

in general are very robust to moderately high WERs for these corpora. In the same

chapter, we characterized how informative and uninformative dialogue acts are real-

ized in terms of their feature correlates.

Third, we have presented a large-scale extrinsic evaluation for summarization in

this domain. While we relied on intrinsic measures of summarization quality in Chap-

ters 4, 5 and 7, in Chapter 6 we described an extrinsic evaluation for comparing sum-

marization types. The specific formulation of the task was adecision audit, where

users had to review several archived meetings in order to satisfy a complex informa-

tion need, utilizing different information sources in eachcondition. We found that

the extractive summaries were highly rated in terms of user satisfaction, human ob-

jective and subjective evaluations, and in terms of efficient user browsing and writing

behaviour during the task. Though users rated summaries of ASR transcripts substan-

tially lower in terms of satisfaction, they were able to adapt and modify their browsing

behaviours by using the summary dialogue acts as indices into the meeting and then

relying much more on audio/video disambiguation. Users findthese summaries to be

intuitive and efficient for browsing meetings in time-constrained situations. It is widely

agreed upon in the summarization community that such extrinsic measures should in-

creasingly supplement the intrinsic measures that are usedfor development purposes.

The impact of thedecision auditevaluation is significant in that it justifies research on
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extractive speech summarization by showing that such summary types are useful for

navigating through the meeting data, and in that it providesa possible model for future

large-scale summarization evaluation within the researchcommunity. Specifically, if

speech summarization researchers organize a regular conference, such an extrinsic task

could form one of the system evaluation components.

Four, we have presented work that begins to move the speech summarization state-

of-the-art further down the extractive-abstractive continuum. Though the research de-

scribed in Chapter 7 was still firmly in the extractive paradigm, with the aim of extrac-

tive informative dialogue acts as our summary units, the purpose of those experiments

was to find high-level meta dialogue acts in the meeting: areas where the speakers are

referring to the meeting itself, often in terms of decisions, goals or problems that were

encountered. We found that we could discern such dialogue acts from other dialogue

acts by using a diverse multi-modal set of features, including abstractive cuewords.

These dialogue acts are realized distinctly from the dialogue acts labelled as “extrac-

tive” in Chapter 5, in terms of their prosodic and structuralcorrelates. We evaluated

these new “meta” summaries using three metrics – weighted precision using the new

extractive labels, weighted precision using the old extractive labels, and ROUGE –

and found the new summaries to be superior on each measure. Bycreating summaries

that include as much high-level perspective as possible while relating the informative

portions of the meeting, we end up with summaries that are more abstractive in qual-

ity than previous extractive summaries. This aspect of the work will hopefully inform

future research on abstractive summarization and hybrid summarization.

At multiple points in this research, we found our summarization systems perform-

ing near or at human-level performance on the given tasks. InChapter 5, weighted

precision scores are level between human and automatic summarizers on the ICSI

corpus. For the AMI corpus, though the average precision scores are lower for the

automatic summarizers overall, on numerous individual meetings the automatic sys-

tems meet or exceed human performance according to this metric. In Chapters 7 and

8, which incorporate ROUGE metrics, we find automatic performance nearing human-

level performance according to ROUGE-2 and ROUGE-SU4 on theAMI corpus test

set. However, the system is strongest in terms of precision and weaker in terms of

recall, as it tends to extract longer dialogue acts for inclusion in our brief summaries.

Future work will aim to counteract the system’s dependence on length features.

A limitation of most of the summarization systems describedherein is that they

focus on classifying a candidate sentence according to features of that candidate sen-
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tence, such as prosodic cues and term-weights, with less regard for features of the

sentence context. For example, further investigation could determine that informative

sentences tend to be preceded or succeeded by certain patterns in the signal or the text.

The score-trading method described in Chapter 8 Section 8.2(page 158) is one attempt

at examining the candidate sentence’s context. Predictivefeatures in particular could

be beneficial for the use case where somebody remotely monitoring the meeting wants

to be alerted when a subject is about to be broached or a topic is about to shift.

This research for the most part has not addressed the treatment of disfluencies in

spontaneous speech, other than the removal of filled pauses.Further work in this area

could greatly increase the coherence and readability of extractive summaries. In a

similar vein, the derivation and use of confidence scores forthe recognition output on

these meeting corpora would likely yield both greater informativeness and readability.

9.2 Conclusion

Meetings are increasingly a ubiquitous part of people’s lives, and technologies as de-

scribed above and implemented in a browser framework will allow individuals to make

more efficient use of their time between meetings and during meetings, whether they

are attending in person or remotely. The discussions that happen in such meetings

are unique in that they often exhibit low information density, multi-modal information

sources, and distinct speaker roles and structural characteristics, which together war-

rant the application of extractive technologies that incorporate these features. We have

shown that such summarizers can efficiently discern the mostinformative portions

of the meeting from the remainder, and that said systems are capable of challenging

human-level precision on this task.



Appendix A

Decision Audit Documents

This appendix provides materials used in the decision auditexperiments, including the

pre-questionnaire given to the participants, written instructions for the task, and the

post-questionnaire with Likert-scale statements.

A.1 Pre-Questionnaire

Pre-Questionnaire

Please answer the following questions as best you can. If a question is not
relevant, simply answer ”N/A”.

What is your age?

Please state your gender.

What is your current profession / study ?

What is your country of origin?

How often do you use a computer?

How often do you participate in meetings?

How would you characterize your typical meetings (e.g. subject matter,
goal, atmosphere)?

When you have missed a meeting, how do you typically catch up (e.g. read
the minutes, ask other participants) ?

A.2 Instructions - Condition 3

Task Instructions

This browser presents you with a record of four meetings attended by four
individuals. The four meetings are in a series (A,B,C,D), and the overall
goal of the meetings was for the group to design a television remote control
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together. The four participants are a project manager (PM),user interface
designer (UI), marketing expert (ME) and an industrial designer (ID).

Using this browser, you can read the transcript of each meeting, watch the
video and listen to the audio of each meeting, and you are alsopresented
with summaries of what happened in each meeting. These summaries are
divided into four sections: Decisions, Actions, Goals, andProblems. Re-
peatedly clicking on a sentence within a summary will take you to related
sentences within the meeting transcript in turn.

We are interested in the group’s decision-making ability, and therefore ask
you to evaluate and summarize a particular aspect of their discussion.

The group discussed the issue of separating the commonly-used functions
of the remote control from the rarely-used functions of the remote control.
What was their final decision on this design issue? Please write a short
summary (1-2 paragraphs) describing the final decision, anyalternatives
the participants considered, the reasoning for and againstany alternatives
(including why each was ultimately rejected), and in which meetings the
relevant discussions took place. Please write your summaryin the browser
tab labelled Writing tab.

You have a total of 45 minutes for this task. Please leave yourself enough
time to complete the written summary. I will give you a warning when
there are 5 minutes remaining. Please signal me when you are ready to
begin the experiment. If you finish before the allotted time,please signal
me to end the experiment. Thank you very much for your time.

A.3 Post-Questionnaire - Conditions 3 and 4

For each statement in the following section, indicate how strongly you
agree or disagree with the statement by providing the most relevant num-
ber (for example, 1=disagree strongly and 5=agree strongly)

1. I found the meeting browser intuitive and easy to use. (disagree strongly
1-2-3-4-5 agree strongly)

answer=

2. I was able to find all of the information I needed. (disagreestrongly
1-2-3-4-5 agree strongly)

answer=

3. I was able to efficiently find the relevant information. (disagree strongly
1-2-3-4-5 agree strongly)

answer=

4. I feel that I completed the task in its entirety. (disagreestrongly 1-2-3-
4-5 agree strongly)

answer=
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5. I understood the overall content of the meeting discussions. (disagree
strongly 1-2-3-4-5 agree strongly)

answer=

6. The task required a great deal of effort. (disagree strongly 1-2-3-4-5
agree strongly)

answer=

7. I had to work under pressure. (disagree strongly 1-2-3-4-5 agree strongly)

answer=

8. I had the tools necessary to complete the task efficiently.(disagree
strongly 1-2-3-4-5 agree strongly)

answer=

9. I would have liked additional information about the meetings. (disagree
strongly 1-2-3-4-5 agree strongly)

answer=

10. It was difficult to understand the content of the meetingsusing this
browser. (disagree strongly 1-2-3-4-5 agree strongly)

answer=

In the following section, please answer the questions with ashort response
of 1-3 sentences.

11. How useful did you find the meeting summaries?

12. What information would you have liked that you didn’t have?



Appendix B

Cuewords Lists

This appendix provides the cueword lists for the AMI and ICSIcorpora for manual

and ASR transcripts, as used in Chapter 4. Each term represents a stem. Terms are

listed in descending order according to ratio of frequency in extracted dialogue acts to

frequency in non-extracted dialogue acts.
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Rank AMI-MAN AMI-ASR Rank AMI-MAN AMI-ASR

1 expect expect 36 previous suggest

2 found component 37 look gonna

3 component found 38 overall wanna

4 project fairly 39 present list

5 focus agenda 40 we little

6 group focus 41 suggest whole

7 research project 42 cannot were

8 meet group 43 were look

9 final research 44 report last

10 agenda team 45 want we

11 fairly meet 46 little interest

12 general final 47 after cannot

13 list action 48 interest present

14 particular particular 49 point want

15 decision general 50 inform saw

16 role decision 51 relevant could

17 consider will 52 saw after

18 response discuss 53 could inform

19 us first 54 last would

20 decide especially 55 something point

21 will relevant 56 maybe always

22 discuss decide 57 probably reason

23 first role 58 able then

24 team us 59 definite happy

25 option report 60 would bit

26 should should 61 idea better

27 mention find 62 then all

28 action option 63 end idea

29 whole mention 64 help explain

30 need need 65 reason something

31 find previous 66 said said

32 example example 67 necessary ask

33 important response 68 ask issue

34 especially important 69 though probably

35 gonna consider 70 can wonder

Table B.1: AMI Cuewords, Manual and ASR
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Rank AMI-MAN AMI-ASR Rank AMI-MAN AMI-ASR

1 focus focus 36 start mostly

2 fairly soon 37 will first

3 area fairly 38 able we

4 group apparently 39 us option

5 project study 40 background us

6 report report 41 everything turn

7 soon group 42 we find

8 decision project 43 ask summary

9 topic finish 44 look everybody

10 summary response 45 want arge

11 result result 46 important suggest

12 next next 47 found want

13 appar decision 48 last action

14 response topic 49 bit important

15 issue general 50 first slide

16 study decide 51 list everything

17 general issue 52 end last

18 finish ask 53 time gonna

19 decide able 54 gonna note

20 hurt discuss 55 worry whole

21 problem end 56 were research

22 mention interpret 57 help would

23 interpret factor 58 need idea

24 discuss found 59 whole probably

25 turn inform 60 idea need

26 inform area 61 everybody suppose

27 option bit 62 factor refer

28 relevant problem 63 little help

29 meet meet 64 suppose particular

30 find mention 65 particular were

31 suggest background 66 note will

32 action bad 67 before time

33 research start 68 agenda wrong

34 refer look 69 previous final

35 nice nice 70 now wont

Table B.2: ICSI Cuewords, Manual and ASR
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Decision Audit Gold-Standard Items

This appendix contains the gold-standard items for the decision audit task as deter-

mined two human judges. These are the pieces of information from the four meetings

that together work to satisfy the information need.

AGR standard for an agreement or decision, PRP stands for a proposal, INF stands

for information from external sources, DIS stands for discussion, and REJ stands for

rejection of a proposal or idea.

• ES2008a

• AGR: The remote control must be simple.

• AGR: The remote control must not have too many buttons.

• PRP: There should not be too many different remote controls just to watch T.V.

• PRP: They proposed to have one remote control with main functions and a sep-

arate one for special functions.

• DIS: They discussed personal experiences with remotes and preferences about

simplicity. In general they do not like complicated remotesbut also do not want

a lot of separate remotes.

• DIS: They are unsure if the remote should only be for the T.V.

• ES2008b

• INF: The marketing expert presented a marketing study that mentioned an LCD-

screen on the remote control.
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• PRP: The user interface designer and the marketing expert suggest a sliding

screen that hides the more complicated buttons.

• PRP: The simple features should stay on the main part.

• AGR: The essential features should have large buttons.

• AGR: There is a possibility to access extra features (that are possibly hidden) but

they will not be as prominent as the main features.

• AGR: They decide to concentrate only on T.V. remote control.

• ES2008c

• PRP: The industrial designer mentioned the possibility of an LCD-screen.

• PRP: The user interface designer proposes to use Apple’s iPod as a model for

the remote control.

• PRP: There should be buttons for the advanced features such as brightness and

contrast.

• PRP: The buttons for the advanced features could be includedon the remote

control or they could be on a little LCD-screen.

• DIS: The participants discussed having either an LCD-display or a menu that

comes up on the T.V. screen.

• DIS: The disadvantage of an LCD-display is that it would be small and require

backlighting.

• DIS: The disadvantage of a menu on the T.V. screen would be thereadability of

the text on a small T.V. screen that might be far away.

• PRP The user interface designer proposed to have a scroll menu on the (T.V.-)

screen and to use push buttons to scroll. Advantage: The simpler chip can be

used and that chip is also cheaper.

• AGR: They agreed to have a menu button with on-screen functions.

• AGR: They agreed on using push buttons instead of a scroll wheel.

• ES2008d
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• PRP: They proposed to have five buttons.

– Menu button

– Volume up

– Volume down

– Channel up

– Channel down

• PRP: The project manager suggests adding a seperate power button.

• AGR: They agreed on having six buttons including a seperate power button.

• (sliding screen / hatch never mentioned again)



Appendix D

Abstractive Cuewords

This appendix provides the list of abstractive cuewords used in Chapter 7. These are

derived by comparing frequency in the training data abstracts to frequency in the train-

ing data extracts. The terms in Table D.1 are ranked in decreasing order according to

that frequency ratio.
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Rank Cueword Rank Cueword

1 team 26 use

2 group 27 product

3 specialist 28 component

4 member 29 complain

5 manager 30 introduce

6 project 31 device

7 expert 32 drew

8 discuss 33 gave

9 remote 34 examine

10 design 35 she

11 industrial 36 meet

12 their 37 suggest

13 include 38 state

14 prototype 39 cost

15 interface 40 work

16 whether 41 misplace

17 feature 42 not

18 he 43 function

19 user 44 budget

20 present 45 material

21 participate 46 recognition

22 decide 47 incorporate

23 market 48 button

24 contain 49 her

25 announce 50 initial

Table D.1: Abstractive Cuewords



Appendix E

Meta and Non-Meta Comparison

Below are the meta and non-meta summaries for AMI meeting TS3003c, for compari-

son. The meta summary scored much more highly according to weighted f-score using

the new extractive labels. Dialogue acts preceded by an asterisk indicate examples of

meta comments that were not included in the low-level summary.

E.1 Meta Summary of TS3003c

speaker Bis it possible to um program it s so uh you got on the left side uhor on the

right side uh buttons for for shifting u up and shifting up andon the uh other uh uh o

other side uh buttons for uh shifting uh for for the sound

speaker Bweve got um the buttons we have to use the onoff sound onoff sound higher

or lower um the numbers uh zero to uh uh nine um the general buttons m more general

b one button for shifting up and shifting down uh channel

speaker Dbut if we would make um a changing channels and changing volume button

on both sides that would certainly yield great options for the design of the remote

speaker Dand i think a voice recognition function would not make the remote control

much easier to use

∗ speaker Aso the industrial designer and user interface designer are going to work

together on this one

speaker A i personally think the lcd screen we wanna use with the extra information i

think nobody has anything against it

speaker Aso you have a but button on your docking station which you can push and

then it starts beeping

speaker Aits important that the corporate design image uh is going to be in the remote
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speaker Cand uh our d manufacturing department can also deliver single curved or

double curved ca curved cases

speaker D this was for like an lcd screen like you would have on a on the the most

advanced mobile phones

speaker Dand on top of that the lcd screen would um help in making the remote con-

trol easier to use

speaker Abut i think just a simple battery which you can reload on a docking station

is just as good

speaker Dpersonally i dont think that older people like to shake theirremote control

before they use it

speaker Dcause we would have to make one w uh control which would fit in with a

wooden cover and a plastic cover the more original one or the more standard one

speaker Aso maybe a docking station will help them give the remote a place

∗ speaker Bbut uh is uh our uh research um about um bi large uh lcd sh uh display or

uh just a small one uh we want to uh use

∗ speaker Auh f i think first of all we have to see uh it is possible to introduce kinetic

energy in our budget i think

speaker Cthe the single curved so im not really sure what theyre gonna look like but

i think its something like this

speaker Aon which you can apply yeah remote controls on which you can apply dif-

ferent case covers for example

speaker Aand then we can we can still use the voice recognition but maybe then for

only the the channels

speaker Dum i thought maybe we could just make one of those buttons on both the

left and the right side

speaker Acant we make uh cant we make a remote which you can flip over and use

on the same

speaker A and then you can make them with colour black and grey other colours as

well

speaker A if we dont have the voice recognition it will it wont use a lot of energy to

use um

speaker A uh requirements are uh teletext docking station audio signal small screen

with some extras that uh button information

∗ speaker A if you wanna have a look at it its over there in the projects folder

speaker Dum we also um asked if w they would if people would pay more for speech
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recognition in a remote control

speaker Abecause uh maybe your hand is in the way if you have the displayhere

speaker Agive your grandfather a new case for his remote control or whatever

speaker A just thats for left hand and right hand users

speaker Auh but maybe we have to make it a l a bit more fancy in one or ano another

way

∗ speaker Dum i heard our industrial designer talk about uh flat single and double

curved

E.2 Non-Meta Summary of TS3003c

speaker Bis it possible to um program it s so uh you got on the left side uhor on the

right side uh buttons for for shifting u up and shifting up andon the uh other uh uh o

other side uh buttons for uh shifting uh for for the sound

speaker Dum well the trendwatchers i consulted advised that it b should be the remote

control and the docking station should be telephoneshaped

speaker Bweve got um the buttons we have to use the onoff sound onoff sound higher

or lower um the numbers uh zero to uh uh nine um the general buttons m more general

b one button for shifting up and shifting down uh channel

speaker Bum double push push um if double click um so uh you get uh big uh subti-

tles for uh people uh um uh which c f uh who cant uh read small uh subtitles

speaker Dum besides that we would advise um to bring two editions one with a wood-

like colour and maybe feel and one with a greyblack colour

speaker Dso they would prefer uh a design where the remote control justlies flat in

the docking station

speaker Band and uh for uh shifting up a sen uh c ch channel or uh for um uh putting

out uh sound or something you can uh just give a sign uh say um sound off

speaker Aand a few points of interest in this meeting um are the conceptual specifi-

cation of components uh conceptual specification of design and also trendwatching

speaker Bum also we want to uh use a little d display uh for um for displaying the uh

the functions of the buttons

speaker Bonly uh buttons uh for uh sound um for uh onoff um uh shifting u up uh sa

uh ca channel or uh down shifting down

speaker Dbut if we would make um a changing channels and changing volume button
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on both sides that would certainly yield great options for the design of the remote

speaker Dum this is this image will give you a little bit of an impression about um the

lookandfeel that um the remote should have

speaker Bfinding an attractive uh way to control uh the remote control um the uh i

found some uh something about uh speech uh recognition

speaker Dand ive consulted some additional trendwatch trendwatchers after the orig-

inal trendwatchers return about what the the best design would be

speaker Bum you can think about um uh when you lost your um remote control you

can uh call it and um it gives an um sig signal

speaker Dum for our um group were focusing on the people of sixty to eighty y years

old this is um these factors are slightly more equal

speaker A uh requirements are uh teletext docking station audio signal small screen

with some extras that uh button information

speaker Bbut uh is uh our uh research um about um bi large uh lcd sh uh display or

uh just a small one uh we want to uh use

speaker Band a special uh button for shifting up uh and uh shifting downuh channel

um its uh on place where um the thumb of of the

speaker Bum almost uh e all uh remote controls uh are using a onoff button on that

place

speaker Band um we can uh build in a function f which uh shows the channelor some

uh which the t television is on

speaker Dso you could imagine that uh the remote control will be standing up straight

in the docking station

speaker Dcause we would have to make one w uh control which would fit in with a

wooden cover and a plastic cover the more original one or the more standard one

speaker Duh the remote control and the docking station should uh blendin in the in

the room

speaker Cuh for the casing uh the uh manufacturing department can deliver uh a flat

casing single or double curved casing
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Intersection and Union of Human

Selected Dialogue Acts

For both the AMI and ICSI test sets, we find the union and intersection of dialogue

acts selected by human annotators, and calculate the precision and recall on each of

those sets. For the AMI test set, the intersection of selected dialogue acts is on average

23% as large as the union of selected sentences. This is perhaps unsurprising given our

knowledge of the low inter-annotator agreement.

For the six ICSI test set meetings, the intersection of selected dialogue acts is on

average less than 3% as large as the union of selected sentences. This partly reflects our

finding that inter-annotator agreement is substantially lower for the ICSI data compared

with the AMI data. Another reason for the much smaller percentage for the ICSI data

is that three of the six ICSI test set meetings have more than three annotators, thus

decreasing the chance that a given dialogue act would be selected by every annotator

in those meetings. However, even for the three meetings withexactly three annotators,

the intersection of human selected dialogue acts is very low.

Table F.1 provides the precision and recall scores for the AMI corpus, comparing

tf.idf andsu.idf metrics across manual and ASR transcripts.

SUIDF Manual SUIDF ASR TFIDF Manual TFIDF ASR

Union Precision 0.79 0.82 0.76 0.76

Union Recall 0.15 0.15 0.16 0.15

Intersection Precision 0.28 0.29 0.25 0.26

Intersection Recall 0.22 0.22 0.22 0.22

Table F.1: Precision and Recall for Union and Intersection, AMI Corpus
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SUIDF Manual SUIDF ASR TFIDF Manual TFIDF ASR

Union Precision 0.61 0.67 0.63 0.74

Union Recall 0.068 0.082 0.086 0.10

Intersection Precision 0.032 0.033 0.023 0.05

Intersection Recall 0.13 0.013 0.10 0.24

Table F.2: Precision and Recall for Union and Intersection, ICSI Corpus

Table F.2 provides the precision and recall scores for the ICSI corpus, comparing

tf.idf andsu.idf metrics across manual and ASR transcripts.
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