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Abstract

In this thesis we address the challenge of automaticallynsamzing spontaneous,
multi-party spoken dialogues. The experimental hypothissihat it is advantageous
when summarizing such meeting speech to exploit a variegpeéch-specific char-
acteristics, rather than simply treating the task as tertrsarization with a noisy
transcript. We begin by investigating which term-weighbtmetrics are effective for
summarization of meeting speech, with the inclusion of tweeah metrics designed
specifically for multi-party dialogues. We then provide ardiepth analysis of use-
ful multi-modal features for summarization, including iled, prosodic, speaker, and
structural features. A particular type of speech-speaificrimation we explore is the
presence of meta comments in meeting speech, which can lmtego make extrac-
tive summaries more high-level and increasingly abstradt quality. We conduct our
experiments on the AMI and ICSI meeting corpora, illustrgthow informative utter-
ances can be realized in contrasting ways in differing damaf meeting speech. Our
central summarization evaluation is a large-scale extriask, adecision audievalu-
ation. In this evaluation, we explicitly compare the useéds of extractive summaries
to gold-standard abstracts and a baseline keyword conditionavigating through a
large amount of meeting data in order to satisfy a complexrmétion need.
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Chapter 1
Introduction

Speech summarization is the process of digesting speealaddtpresenting only the
most informative or most relevant source information, ¢tgr providing a distilled
version of the source as a substitute for, or an index inptiginal. In the research
described herein, the input consists of spontaneous maity speech and the summa-
rization process results in automatically generated ogety of meeting discussions,
analogous to human minutes of a meeting.

While the field of text summarization has grown steadily orezent decades,
speech summarization is comparably young and under-deseldrobust algorithms
have been developed for summarizing text data such as newsand articles, and
annual summarization challenges such as the Document &tadding Conference
(DUC)! chart the continuing progress of the text summarizationroanity. By and
large, methods for summarizing various forms of speech diagyet to be fully ex-
plored and evaluated. One of the aims of this work is to exarhow advances in text
summarization might be applied to the domain of speech suinati@n; while speech
data presents a more complex summarization challenge #hatively well-formed
text data, knowledge transfer between the two overlappingnsarization communi-
ties should be of benefit to all. And with speech summaripabeing the younger of
the two fields, it seems most sensible for speech summanmizegsearchers to begin
their exploration by applying proven textual approacheféospeech data at hand.

The second, much larger theme of this work is the search &fulspeech-specific
characteristics in automatic speech summarization. Whaedesirable to exploit text
summarization advances as much as possible, the uniques ridtspeech suggests
that there will be features particular to the data indigasalience and relevance for

Lhttp://duc.nist.gov
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our purposes. Compared with purely textual data, spontemngmeech has many levels
of information to investigate for our purposes, from prasddatures to turn-taking
and dominance relations to unique structural features @ftimg speech. The central
hypothesis of this paper is that it is advantageous to irclbdse features in any speech
summarization system and that a solely text-based appmildbnd to be less robust
than a system incorporating these “extra” sources of in&ion.

The form of summarization used herein is ofextractivevariety, in which impor-
tant sentences - @ialogue actsin our case - are extracted and concatenated to form
a summary comprised of important bits of the meeting. Thiguige different from
the popular human conception of a summary, wherein noveésees are created to
briefly convey the information content of the source mateflihus, while our resulting
summaries are analogous to human minutes of a meeting, thelyséinct in form. The
advantages of choosing such a summarization paradigm eoware that extractive
summarization techniques do not require a deep undersiguadithe source mate-
rial, the techniques are relatively robust to disfluengifnanted speech, and extractive
summarization methods are also largely domain independentontrast, abstrac-
tive summarization normally requires a deeper understgnafi the source material, a
method of transforming the source representation to a suynrepresentation, and a
natural language generation component to create novel apyrsantences. While the
summarization work described here is firmly in the extractiadition, one theme of
this research is finding out how to move summarization furtteevn the extractive-
abstractive continuum and essentially make extractivensames more intelligent by
exploiting information beyond simple binary labels of ‘@mmative” and “uninforma-
tive” and to incorporate as much high-level perspectivdhengummaries as possible.

Though extractive summaries will still tend to be less rédeldhan human ab-
stracts typically are, due to the fact that they are comgrafeunits that have been
removed from their original contexts, it is also importamtstress that these extrac-
tive summaries are not simply stand-alone textual docusndifiiey are meant to serve
as aids to the navigation of meeting content in the context wiulti-media meeting
browser. In this thesis, we create an extrinsic evaluatan tests the usefulness of
such summaries in aiding a real-world information-gatimgtask. The hypothesis for
that extrinsic evaluation is that extractive summariewvjoi®a more efficient way of
navigating meeting content than simply reading throughttéescript and using the
audio-video record, or navigating via keyword search. Tigigothesis is related to the
prevalence of meeting browser use-cases that involverasigicted users. Few people
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have the time or desire to review a meeting by listening tceading everything that
was said. The extractive summaries created here are irdgndmnhance the experi-
ence of reviewing and attending meetings by presenting #eting information in a

condensed form to the user, and allowing the user to treattmensed information
as a spring-board to further navigation of the meeting aunte

There are numerous reasons for choosing to investigatenatitbsummarization
on meeting speech rather than other speech domains sucbhadcBst News, lectures
or telephone speech. The first is that meeting speech is Higrmmaely spontaneous
speech, with no read or planned portions (some meetings oragio semi-planned
speech, such as brief slide presentations). The meetipg@therefore exhibit the
full spectrum of disfluencies that characterize “real” hurapeech. The second reason
is that such corpora are comprised entirely of multi-papgesh, featuring complex
personal interactions, speaker overlaps, differencepaaker status, and information
that may be spread across several speakers. Third, meat@subiquitous part of
life for many people, and technologies that enhance theingeexperience and allow
meeting participants to become more efficient both durird)lz@tween meetings are
generally beneficial in the real world.

Meeting data are particularly interesting because theant®ns are often multi-
modal, featuring not just spoken dialogues, but also rakay, emails, slides, white-
board events and interactions with remote participantsetivigs are structured along
all of these lines and the interactions are complex, theyadlging numerous multi-
modal features for potential exploitation in summarizatiesearch. This multi-modal
aspect of the data also leaves the possibility of having samrautput that is not
strictly text or audio; the summaries themselves can beifmdtial in nature. This
work is done as part of the Augmented Multi-party InteractidMI) and Augmented
Multi-party Interaction With Distance Access AMIDA projig, which aim to develop
technologies that both exploit and enhance the multi-masiaé¢cts of meeting speech.

There is also a challenge in that automatic speech recogr(®iSR) on this data
is imperfect, and the word error rates (WER) tend to be mughérithan you would
find with domains such as broadcast news. Throughout thisstinee assess the rami-
fications on the summarization task of using considerabigyndata.

2http://www.amiproject.org



Chapter 1. Introduction 4

1.1 Thesis Overview

Before proceeding to a description of the core researchp€ha (page 7) provides an
overview of previous summarization work on text and speeth,ccontains a discus-
sion of evaluation techniques, and places our automatigatherated summaries in a
summarization typology. Chapter 3 (page 25) gives an ogeraf the data used and
the general experimental overview.

As mentioned above, the central hypothesis of this thesimigor extractive sum-
marization of spontaneous multi-party, multi-modal spokeeractions, it is advanta-
geous to exploit a wide variety of features in the data, paldrly prosodic, structural
and speaker features, rather than to approach the problensolely textual, linguis-
tic level. We test this hypothesis at multiple points in thiensnarization pipeline, as
described below.

There are four major contributions of this research. Fi&t,present results indi-
cating which term-weighting metrics are effective for suaniming multi-party spoken
dialogues, based on experiments with multiple corpora. hapfer 4 (page 38) we
describe our research comparing established term-wegintietrics from text sum-
marization and information retrieval to novel speech-Hdasem-weighting metrics.
This research aims to establish whether there are chastict®in the speech data that
can be exploited for term-weighting with the purpose of swarigation. Two novel
speech-based metrics are described in detail, and compkmegside more familiar
text-based weighting schemes. Term-weighting can be seeme of the first steps
in the summarization pipeline, and determining an optireamntweighting method
therefore has great ramifications for all downstream prgesT his will inform future
speech summarization research on this type of data, asahereumerous weighting
schemes to choose from and this thesis contains the firgt-targle evaluation of such
metrics for this data.

Second, we provide an in-depth evaluation of which featanesfeature subsets are
effective indicators of informativeness for extractiversoarization, as well as com-
paring unsupervised, text-based summarization appreaditiesupervised techniques
incorporating a variety of multi-modal features. In Chadiepage 63) we present
several unsupervised text-based techniques and applytthboth manual and ASR
transcripts for the AMI and ICSI corpora. We then presentradapth investigation
of supervised, feature-based techniques for automatraaidn for this data, build-
ing databases of lexical, prosodic, structural, and spef@letures and determining
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the most useful individual features and feature subsethéextraction classification

task. We also analyze how the effectiveness of given feaeit® can increase or de-
crease when using a database aligned with manual trarseepgus ASR transcripts.
The differences between summarization results on the AMII&SI corpora are also

examined and discussed. The summarization systems in &€aptre evaluated us-
ing weighted precision, recall and f-score, a hovel sumraéion evaluation paradigm

relying on multiple human annotations of extraction.

Third, we present a large-scale extrinsic evaluation felesp summarization, the
decision audittask. While the systems described in Chapters 4 and 5 rehhen t
intrinsic weighted f-score metric for evaluation, Chapiépage 93) describes a large-
scaleextrinsic task-based evaluation for summarization. As mentioned@fthese
summaries are not meant to be stand-alone documents bat edfltient tools for
browsing meetings. For that reason we would like to evaltia¢gr usefulness in
a real-world situation incorporating complex informatinaeds. We therefore im-
plement and describe thaecision audittask, wherein a user must evaluate several
archived meetings in order to determine why a particulaisi@ec was made by the
meeting group. Incorporating five experimental conditiontotal, we compare sev-
eral automatic summarization approaches to gold-starfdarcan summarization and
a baseline keywords approach. We also examine the leveffoudlly that ASR errors
pose for time-constrained users searching for specificnmétion. Chapter 6 (page 93)
as a whole attempts to justify the extractive summarizgtemadigm as applied to this
data, based on multiple evaluations of usability as gaugetdititing user preferences,
examining browsing behaviour and conducting human evialusiof decision audit re-
sponses. This evaluation yields very compelling resulteceming the effectiveness
of the extractive paradigm for multi-modal browsing of megs, and establishes a
framework for future speech summarization evaluations.

Fourth, we lay critical groundwork for moving the statetbé-art in speech sum-
marization further down the extractive-abstractive cmmtim. We recognize that ex-
tractive summarization is limited by the fact that dialoqaas lose a good deal of
coherence when removed from their original contexts antisiimaries comprised
of utterances from within the meeting do not always offeffisigint perspective on
what transpired in the discussion. While recognizing thdltdcale abstractive sum-
marization remains a lofty goal, in Chapter 7 (page 126) wegl@undwork for that
ultimate objective by analyzing how dialogue acts withinetirggs vary between low-
level and high-level perspective, and how exploiting theetadialogue act types can



Chapter 1. Introduction 6

improve summarization. The phenomenon of speakers nefgioithe discussion itself
is an informative and valuable characteristic of such datadimmarization purposes.
High-level informative dialogue acts are used to createt&hsummaries, which we
evaluate in a number of ways. We also conduct an in-depthrestinalysis, describ-
ing the differing feature correlates of these distinctalle act types. It is hoped that
this research will provide direction for moving beyond slenpxtraction and the re-
liance on strictly binary labelling of “informative” versud'uninformative.” While the
statistical models and features used in automatic sumatemzhave become more
sophisticated over time, it is still the case that most sunraton work relies on this
vague binary distinction rather than exploiting more coempdistinctions in order to
create more intelligent summaries.

In Chapter 8 (page 148) we discuss further work and a set tdlieixperiments
regarding dialogue act compression, online summarizatiuh spurt-based summa-
rization. That chapter briefly discusses topics that mayflbeopeased interest in the
coming years and how their inherent challenges might beesddd.

Finally, Chapter 9 (page 172) concludes by giving a generahaew of the results
and discussing the ramifications for future summarizatiorkvon spontaneous speech
data.



Chapter 2

Automatic Summarization Literature

Review

2.1 Introduction

In this chapter we given an overview of the state of the artibomatic summarization.
We first present a typology for summarization, and seconellewv major work that
has been carried out to date. We examine work on text and lspkea in turn, and
conclude with a review of approaches to summarization ewialn.

2.2 Types of Summaries

As mentioned in the introduction, one possible divisionwhsnaries is betweeex-
tractsandabstracts where the former consists of units removed from the sowexe t
and concatenated together in a new, shorter document, aattér concerns the gen-
eration of novel sentences representing the source doduroema more high-level
perspective. Rather than being a hard division, howevstratis and extracts exist on
a single continuum, and extracts can potentially be made rabstract-like through
further interpretation or transformation of the data. Semgxtracts can also be more
than merely cutting and pasting; the extracted units carobgecessed, made less dis-
fluent, ordered to maximize coherence, and merged to recuhendancy, to give a
few examples.

Another possible division of summaries is betwewaticativeandinformativesum-
maries (Borko & Bernier, 1975). Amformativesummary is meant to convey the most
important information of the source text, thus acting askesstute for the original text.



Chapter 2. Automatic Summarization Literature Review 8

On the other hand, aimdicativesummary acts as a guide for where to find the most
important parts of the source text. Using these definitidms summaries we are cre-
ating in this current research can serve as either type depgon the use case. The
summaries are incorporated into a meeting browser, andeadonstrained user can
either read the summary in place of the entire transcriptainge the summary as an
efficient way of indexing into the meeting record.

Another division is betweemultiple-documenand single-documensummaries.
In the latter case, information is gleaned from severaledocuments (e.g. multiple
newswire articles or meeting transcripts) and summarizedsingle output document;
in these cases, redundancy is much more of an issue thaningfle-slocument sum-
marization. In this research, we focus on summaries of iddal meetings, but many
of the methods are easily extendable to the task of summgrand linking multiple
archived meetings. A central focus of the AMIDA project is@uated content linking
for multiple meetings.

Similarly, this work focuses ogenericsummaries rather thaguery-dependant
summaries. In generic summarization, each summary isettegthout regard to any
specific information need, based on the inherent inforreags of the document. For
query-dependent summarization, units are extracted hzedlgt on how similar they
are to a user-supplied query or information need. The gerserinmarization work
described herein could be extended to query-dependent atigation by combining
the features of general informativeness with further messof query overlap and
responsiveness.

It is possible to divide betweeextandspeechsummarization, otextand multi-
mediasummarization, in the sense that the fields of research leparate but over-
lapping histories and use different types of data as inpud (@tentially as output as
well), but of course the simplest way to approach speech sanmation is to treat it
as a text summarization problem, using a noisy text sourgee& summarization
and text summarization approaches often use many of the &snges or types of
features. However, a central thesis of this work is thatatigantageous to use speech-
specific features at various steps of the summarizatioregggcompared with simply
treating the problem as a text summarization task.



Chapter 2. Automatic Summarization Literature Review 9

2.3 Related Summarization Work

2.3.1 Text Summarization

Among the earliest work on automatic text summarization thasresearch by Luhn
(1958), who patrticularly focused on recognizing keywomlsext. Luhn was among
the first to recognize that the words with highest resolviogvgr are words with
medium or moderately high frequency in a given document.

A decade later, Edmundson (1969) began to look beyond keismor the sum-
marization of scientific articles. He focused on four paiac areas of interest: cue
phrases, keywords, title words, and location. While keydwdetection had been the
subject of previous research the other areas were novelpkhases are phrases that
are very likely to signal an important sentence, and cowttlishe phrases such as “sig-
nificantly”, “in conclusion” or “impossible” in the scieric articles domain. On the
other hand, there are so-called Stigma phrases that magl Sigggative relevance”:
specifically, these might be hedging or belittling expressi Also particular to the
type of academic articles Edmundson was working with is thke Teature, which
weights each sentence according to how many times its toestiwords occur in sec-
tion or article titles. And finally, the Location feature \gbis sentences more highly if
they occur under a section heading or occur very early oritetiee article. Edmund-
son’s summarization system then works by scoring and dxigasentences based on
a linear combination of these four features. These categofifeatures are still used
today, though more often in machine-learning frameworles tvith manually-tuned
weights as Edmundson employed.

The ADAM system of the 1970s (Rush et al., 1971; Mathis, 197@llock &
Zamora, 1975) relies heavily on cue phrases, but also sttovenaximize coherence
by analyzing whether a candidate sentence contained anepbferences (Endres-
Niggemeyer, 1998). In the case that a candidate does camtaphoric references, the
system tries to either extract the preceding sentenceslbsntgere-write the candidate
sentence so that it could stand alone. If neither of thesp@ssible, the candidate is
not chosen.

In the late 1970s and early 1980s, Paice (1980) investighteidiea of using “self-
indicating phrases” to detect informative sentences fraumijal papers. These phrases
explicitly signal that a sentence is relevant to the docurasa whole, e.g. “This report
concerns...”. Contemporary work by Janos (1979) dividezuduents into “metatext”
and “the text proper”. Janos found that while most metatexticc be discarded in



Chapter 2. Automatic Summarization Literature Review 10

the summarization process, certiematicalmetatext sentences were able to form a
“semantic nucleus” for the summary as a whole. The work dfi R#ice and Janos has
some similarity with our work in Chapter 7 (page 126) on detgcmeta comments in
meeting speech.

The summarization work of Paice is also similar to the ADAMrsnarization
system in its treatment @xophoricsentences. The strategies are much the same: try
to extract both linked sentences, else neutralize the exapéxpression, and as a last
resort discount the candidate sentence. The primary difter is that Paice evaluated
both anaphoric and cataphoric references.

In the 1980s, several summarization methods arose thatinsgeed by findings
in psychology and cognitive science (DeJong, 1982; Fum.e1882; Jacobs & Rau,
1990). These methods generally use human processing aedstamtling of text as
a model for automatic abstraction. The source is interdratel inferences are made
based on prior knowledge. For an automatic summarizatidgheodea schemata might
be created relating to the domain of the data being sumntaridéhat differentiates
these methods from the earlier summarization methodsidesicabove is that the in-
put isinterpretedandrepresentednore deeply than before. For example, the FRUMP
system (DeJong, 1982) uses “sketchy scripts” to model svienthe real-world for
the purpose of summarizing news articles. One example woelld sketchy script
relating to earthquakes. We have prior knowledge aboutgaskes, such as the mag-
nitude on the Richter scale, the location of the epicertternumber of deaths and the
amount of damage inflicted. When a particular sketchy s@iattivated, these pieces
of information are sought in the source data. These appesaate limited by being
very domain-specific and requiring prior knowledge aboatdhta being summarized.
Further information on such approaches can be found in @saNiggemeyer, 1998).

Summarization research underwent a major resurgence liateh£980s and 1990s,
primarily due to the explosion of data available from soarsach as the web and
news-wire services. Because of the volume and variety @f walbe summarized, the
summarization techniques were more often extractive thatractive, as the former
is more domain-independent, requires little or no priorklealge, and can process
a large amount of data efficiently. The field therefore teneshove away from the
schema-based, cognition-inspired approaches of the 1980s

Much of the work of this period revisited the seminal work afniundson (1969)
and his investigation of cue phrases, keywords, title waadd location features. The
newer work incorporated these same features into machareihg frameworks where
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classifiers are trained on human gold-standard extractsi@€iet al., 1995; Teufel &
Moens, 1997), rather than manually tuning the weights cfatfeatures as in the work
of Edmundson. For the tasks of summarizing engineeringrpdpe@ipiec et al., 1995)
and computational linguistics papers (Teufel & Moens, )98% most useful features
were found to be cue phrases and locational features.

During this same period, other researchers investigatddbk of rhetorical rela-
tions for the purpose of text summarization, particulanlyhe framework of Rhetori-
cal Structure Theory (RST) (Mann & Thompson, 1988). A hypsih of RST is that
a given document can be represented as a single binaryHingnbetorical tree com-
prised of nuclei-satellite pairs, where a particular rhietd relation exists between
each nuclei-satellite pair. By pruning such a rhetorica¢fra summary of the entire
text can be generated (Ono et al., 1994; Marcu, 1995, 1997).

Contemporary work utilized linguistics resources such asdNet, a database of
lexical semantics, in order to derive relations betweemsssr phrases in a document.
In work by Barzilay and Elhadad (1997) lexical chains werteded according to the
relatedness of document terms, and sentences corresgaodihe strongest chains
were extracted. The SUMMARIST system (Hovy & Lin, 1999) izls WordNet for
concept detection in the summarization of news articles.

Also in the late 1990s, interest in multi-document sumnadi@n was growing.
Creating a single summary of multiple documents preseraed,still presents, and
interesting challenge, as the summarizer must determinehwdocuments are rele-
vant to a given query and/or related to one another and muséxitact the same
information from multiple sources. In other words, the peob of redundancyis
paramount. Carbonell and Goldstein (1998) introduced tha&iMal Marginal Rele-
vance (MMR) algorithm, which scores a candidate sentenoerding to how relevant
itis to a query (or how generally relevant, for a generic swarypand how similar it is
to sentences that have already been extracted. The labt@r iscused to penalize the
former, thereby reducing redundancy in the resultant summmMdMR remains popu-
lar both as a stand-alone algorithm in its own right as weh &sature score in more
complex summarization methods (Zhu & Penn, 2006). Work bgieRaet al. (2000,
2001) addressed single- and multi-document summarizaimm centroid-method.
A centroid is a pseudo-document consisting of importamhgeand their associated
term-weight scores, representing the source documerst@)nnole. The authors ad-
dress the redundancy problem via the idea of cross-senitgiocemation subsumption,
whereby sentences that are too similar to other sentenegseanlized, similar to the
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MMR method.

The work of Maybury (1995) extended summarization work frorely process-
ing and summarizing text to summarizing multi-modal eveattiad In the domain of
battle simulation, the researchers took as input battlate\aich as missile fire, refu-
elling, radar sweeps and movement and generated summasies bn the frequencies
of such events and relations between such events. Not anthainputs multi-modal
events, but the output can be a combination of textual andhggal summaries in
order to expedite perception and comprehension of theebst#ne. The researchers
also took into account that such summaries should be tdilmréhe user: for exam-
ple, an intelligence officer might care more about enemy aigkeposition whereas a
logistician will care about refuelling and supplies.

Since 2001, the Document Understanding Conference hasiewsa research in
the area of multi-document, query-dependent summarizafior the text summariza-
tion community, this annual conference provides the bemchrasks for comparing
and evaluating state-of-the-art summarization systentsléthe data used has primar-
ily been news-wire data, DUC has recently added tracksimgléd the summarization
of weblog opinions. Though a wide variety of systems havenlggeered in DUC, one
finding is that the most competitive systems have extensieeygexpansion modules.
In fact, query-expansion forms the core of many of the syst@racatusu et al., 2005;
Hovy et al., 2005).

Automatic text summarization is closely intertwined witlt@matic text retrieval,
and this connection can especially be seen in query-depesdemarization, wherein
a query and a document or set of documents must be represestexh a way that sim-
ilarity between the query and a candidate document or sghrdent can be gauged.
A major difference between the tasks of text retrieval andrgndependent summa-
rization is that text retrieval in its basic form concerns ttetermination of whether
or not a document is relevant to a query, whereas summanizgbes a step further
and condenses the relevant documents. The basic formutz#tibe text retrieval task
is that there is an archive of documents, a user who genesatgery, and a pro-
cess of retrieving the documents in the archive that satlsfyquery’s information
need (Rijsbergen, 1979). An efficient way of representingrigs and documents is
via a vector-space representation where words are assoeigth term-weights, with
an example weighting scheme beitigdf (Jones, 1972; Rijsbergen, 1979; Salton &
Buckley, 1988), where a word has a high score if it occursnoitethe candidate
document but rarely across the set of documents. Chapteage (B8) analyzes the
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term-weighting problem as applied to spontaneous spedeah @iae vector-space rep-
resentation is useful because if both the query and careditteiument are represented
as vectors, similarity can be easily gauged using the caditie two vectors. Alterna-
tively, probabilistic information retrieval systems (Mar& Kuhns, 1960; Rijsbergen,
1979) estimate the probability of relevance for a documerR(R|D). This is arrived
at using Bayes theorem, with probabilRyD|R) equal to the product of the individual
term probabilities in the simplest formulation (Singhd02)

PR = [] PEIR- [T (1-PIR)
QD tjeQ,D

wheret; is a term common to the query and the document and tgiima term
present in the query but missing from the document. Sindestieally the relevance
information is not known, there are numerous methods fomasing the probability
of a term given the relevance information, and Croft and Eda(ft979) illustrate an
estimation method that is closely approximated by invecsmithent frequency (Jones,
1972), discussed in more detail in Chapter 4.

Automated information retrieval as a field took root in th&@9 with the germinal
work of Bush (1945), and it was Luhn (1958), mentioned abet® put forth the idea
that words could act as indices for documents in a collec#ababilistic information
retrieval was developed in the early 1960s (Maron & Kuhng9and further refined
in the 1970s and 80s (Jones, 1972; Croft & Harper, 1979). eSihe early 1990s,
the Text Retrieval Conference (TREC) (Harman, 1992) haswaged the develop-
ment of effective retrieval methods for large corpora (&edg 2001). An overview
of information retrieval as a whole is outside of the scopéhdf thesis, but standard
introductions to the field are by Rijsbergen (1979) and ®adiad McGill (1983), with
Singhal (2001) providing a very concise overview.

2.3.2 From Text to Speech

McKeown et al. (2005) provided an overview of text summara@aapproaches and
discussed how text-based methods might be extended tolsgatc The authors de-
scribed the challenges in summarizing differing speechegesuch as Broadcast News
and meeting speech and which features are useful in eaclosé tthomains. Their
summarization work involved components of speaker segatient topic segmenta-
tion, detection of agreement/disagreement, and prosoakteiting, among others. For
meetings in particular, their research involved finding phesodic and lexical corre-
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lates of topic shifts, and they investigated known usefatdees of monologue speech
such as pauses and cue phrases and concluded that thederanatine for segment-
ing multi-party dialogue speech as well.

Christensen et al. (2003) investigated how well text sunmation techniques for
news-wire data could be extended to broadcast news sunatianizin analyzing fea-
ture subsets, they found that positional features were nmseéul for text summariza-
tion than for broadcast news summarization and that positieatures alone provided
very good results for text. In contrast, no single featuterstheir speech summariza-
tion experiments was as dominant, and all of the featuresvimg position, length,
term-weights and named entities made significant contabato classification. They
also found that increased word-error rate (WER) only cawsdigtht degradation ac-
cording to their automatic metrics, but that human judgésdréhe error-filled sum-
maries much more severely.

In the following sections we first provide an overview of irgsting early research
on speech summarization, then describe speech summanmizasiearch from four par-
ticular domains: newscasts, meetings, lectures, and waiite

2.3.3 Speech Summarization

In the early 1990s, simultaneous with the development ofavgd automatic speech
recognition, researchers became increasingly interastéue task of automatically
summarizing speech data. Here we describe several eariyatiration projects from
a variety of speech domains.

Chen and Withgott (1992) identified areas of emphasis indpdata in order to
create audio summaries, reporting results on two typestef @arecorded interview
and telephone speech. The emphasis detection was cartidyy training a hidden
Markov model on training data in which words had been magualielled for varying
degrees of emphasis. The features used in the model werly puosodic, namely
FO and energy features. The authors reported near-huménrmpance in selecting
informative excerpts.

Rohlicek (1992) created brief summaries, or gists, of cosatéons in the air-traffic
control domain. The basic summarization goals were to if§efiight numbers and
classify the type of flight, e.gtakeoff or landing Such a system required compo-
nents of speaker segmentation, speech recognition, hiEtngaiage parsing and topic
classification. The authors reported that the system aetii88% precision of flight
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classification with 68% recall.

One of the early projects on speech summarization was VERBNMQReithinger
et al., 2000), a speech-to-speech translation systemédatdmain of travel planning.
The system is capable of translating between English, ésesand German. Though
the focus of the project was on speech-to-speech transjaio abstractive summa-
rization facility was added that exploited the informatipresent in the translation
module’s knowledge sources. A user can therefore be prowdth a summary of
the dialogue, so that they can confirm the main points of thlodue were translated
correctly, for example. The fact that VERBMOBIL is able t@anporate abstractive
summarization is due to the fact that the speech is limitexd\tery narrow domain of
travel planning and hotel reservation; normally it wouldveey difficult to create such
structured abstracts in unrestricted domains.

Simultaneously work was being carried out on the MIMI dialegsummarizer
(Kameyama & Arima, 1994), which was used for the summairatif spontaneous
conversations in Japanese. Like VERBMOBIL, these dialsguere in a limited do-
main; in this case, negotiations for booking meetings raomise system creates a
running transcript of the transactions so far, by recogiiziomain-specific patterns
and merging redundant information.

2.3.3.1 Summarization of Newscasts

One of the domains of speech summarization that has rectfieadost attention and
has perhaps the longest history is the domain of broadcas siemmarization. Sum-
marizing broadcast news is an interesting task, as the datasts of both spontaneous
and read segments and so represents a middle-ground beexéamd spontaneous
speech summarization. In Hirschberg et al. (1999), a userfate tool is provided
for browsing and information retrieval of spoken audio - istcase, using TREC-7
SDR data (Voorhees & Harman, 1999). The browser adds audeg@phs, opara-
tones to the speech transcript, using intonational informatibims is a good example
of how structure can be added to unstructured speech datdenmake it more read-
able as well as more amenable to subsequent analysis imatingpstructural features.
Their browser also highlights keywords in the transcriptdzhon acoustic and lexical
information.

Another example of adding structure to speech data is in trk of Barzilay et al.
(2000). The authors focus on classifying speaker rolesdioraroadcasts, automat-
ically discerning between anchors, journalists and proggaests using lexical and
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durational cues. This speaker role identification can beakdé for quickly indexing
a large amount of broadcast data and especially for findiegrdmsitions between
stories.

In Valenza et al. (1999), summarization of the American Boast News corpus
was carried out by weighting terms according to an acoustifidence measure and a
term-weighting metric from information retrieval calleaverse frequency (described
in detail in Chapter 4). The units of extraction are n-granterances and keywords,
which in the case of n-grams and utterances are scored augdodthe normalized
sums of their constituent words. When a user desires a lowlswoor rate (WER)
above all else, a weighting parameter can be changed totfa@a@coustic confidence
score over the lexical score. One of the most interestinglteesf this work is that
the WER of summaries portions are typically much lower theendverall WER of the
source data, a finding that has since been attested in othike(Marray et al., 2005a).
Valenza et. al also provide a simple but intuitive interfémebrowsing the recognizer
output.

In work by Hori and Furui (2000) on Japanese broadcast newsrsuization,
each sentence has a subset of its words extracted basedrow@als topic score —
a measure of its significance — and a concatenation likedihtee likelihood of the
word being concatenated to the previously extracted segrosing this method, they
reported that 86% of the important words in the test set araebed.

Kolluru et al. (2005) used a series of multi-layer percepgrto summarize news-
casts, by removing ASR errors according to recognizer cenfid scores and then
selecting units at increasing levels of granularity, baseterm-weighting and Named
Entity features. They found that their summarizer perfatmery well according to a
question-answering evaluation and ROUGE analysis, bgitthji less well on subjec-
tive fluency criteria.

More recently in the broadcast news domain, Maskey and klesg (2005) found
that the best summarization results in this domain utilzexsodic, lexical and struc-
tural features, but that prosodic features alone resutgd@d-quality summarization.
The prosodic features they investigated were broadly featof pitch, energy, speak-
ing rate and sentence duration. The highest F-measurdedpoas 0.544. ROUGE re-
call scores were also reported, with ROUGE-2 scores as Bigh® and ROUGE-SU
scores as high as 0.75. Acoustic/prosodic and structuatlfes alone yield ROUGE
scores in the range of 0.68-0.76. Work by Ohtake et al. (2@@B)ored usingpnly
prosodic features for speech-to-speech summarizatioapsnkse newscasts, finding
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that such summaries rated comparably with a system relyingpeech recognition
output.

Christensen et al. (2008) have developed a system for skimbmioadcast news
transcripts, consisting of three steps of automatic speecbgnition, story and ut-
terance segmentation, and determination of the most irgtivin utterances, which
are then highlighted in the transcript. Salience is deteeahiby features of position,
length, tf.idf score and cosine similarity of utterance and story termersc They
evaluated their system both intrinsically with recall, @sgon and f-score, and ex-
trinsically via a question-answering task. Two relevandifigs are that ASR did not
seriously affect the determination of salience, but thadrsrin story segmentation had
a detrimental impact on downstream processes.

2.3.3.2 Summarization of Meetings

In the domain of meetings, Waibel et al. (1998) implementedaalified version of
MMR applied to speech transcripts, presenting the user tvétin best sentences in a
meeting browser interface. The browser contained sevai@mation streams for ef-
ficient meeting access, such as topic-tracking, speakeitgcaudio/video recordings
and automatically-generated summaries. However, theoeuthid not research any
speech-specific information for summarization; this wodswpurely text summariza-
tion applied to speech transcripts.

Zechner (2002) investigated summarizing several genrgsasfch, including spon-
taneous meeting speech. Though relevance detection ironksrelied largely orif.idf
scores, Zechner also explored cross-speaker informatikim¢) and question/answer
detection, so that utterances could be extracted not oobyrding to hightf.idf scores,
but also if they were linked to other informative utterancEsis work also focused on
detecting disfluencies such as filled pauses, false stadteepairs in order to increase
summary readability and informativeness. Summarizatioouhacy scores were re-
ported, ranging from 0.506 to 0.614 in the various dialogupara.

On the ICSI corpus, Galley (2006) used skip-chain Condaiédtandom Fields to
model pragmatic dependencies such as QUESTION-ANSWERdeetwaired meet-
ing utterances, and used a combination of lexical, prosatiiactural and discourse
features to rank utterances by importance. The types afifestused were classified
aslexical featuresinformation retrieval featuresacoustic featuresstructural and du-
rational featuresanddiscourse featuresGalley found that while the most useful single
feature class walexical features, a combination of acoustic, durational and siratt
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features exhibited comparable performance according tarfg evaluation. Galley
reported ROUGE-2 scores in the range of 0.42-0.44 and Pgraaares in the range
of 0.504-0.554.

Simpson and Gotoh (2005), also working with the ICSI meetagpus, investi-
gated speaker-independent prosodic features for meatmgnarization. A problem
of working with features relying on absolute measuremeifitgitch and energy is
that these features vary greatly depending on the spealldharmeeting conditions,
and thus require normalization. The authors thereforesinyated the usefulness of
speaker-independent features such as pauses, pitch agg ehanges across pauses,
and pitch and energy changes across units. They found thaemurations and pitch
changes across units were the most consistent featuressaordtiple speakers and
multiple meetings.

Liu et al. (2007) reported the results of a pilot study on the éffect of disflu-
encies on automatic speech summarization, using the 1Gguso They found that
the manual removal of disfluencies did not improve summaoagerformance ac-
cording to the ROUGE metric. Zhu and Penn (Zhu & Penn, 2006yveld how dis-
fluencies can be exploited for summarization purposes amtifthat non-lexicalized
filled-pauses were particularly effective for summarizi8g/ITCHBOARD speech.
ROUGE-1 scores range between 0.502 for 30% utterance-basgaression to 0.628
for 10% compression.

In our own work on the ICSI corpus, Murray et al. (2005a, 2Q0&kmpared text
summarization approaches with feature-based approacbagporating prosodic fea-
tures, with human judges favoring the feature-based appesa In subsequent work
(Murray et al., 2006), we began to look at additional spegmécific characteristics
such as speaker and discourse features. One significamdindlithese papers was
that the ROUGE evaluation metric did not correlate well withman judgements on
the ICSI test data.

2.3.3.3 Summarization of Lectures

Hori et al. (2003) developed an integrated speech sumntiarzapproach, based on
finite state transducers, in which the recognition and sunzaizon components are
composed into a single finite state transducer, reportiaglt®on a lecture summa-
rization task. Summarization accuracy results (word amubetween an automatic
summary and the most similar string from the referent sungmerd network) were
reported, with scores in the range of 25-40 for a 50% summaidoiz ratio and 35-56
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for the 70% summarization ratio.

Also in the lectures domain, Fuijii et al. (2007) attemptethtwel cue phrases and
use cue phrase features in order to supplement lexical aygbgic features in ex-
tractive summarization. They reported that the use of cuagas for summarization
improved the summaries according to both f-scores and RO&BEES.

Zhang et al. (2007) compared feature types for summarizatwoss domains,
concentrating on lecture speech and broadcast news spebtdndarin. They found
that acoustic and structural features are more importanbrimadcast news than for
the lecture task, and that the quality of broadcast news sarmemis less dependent on
ASR performance.

2.3.3.4 Voicemail Summarization

The SCANMail system (Hirschberg et al., 2001) was develdjpedllow a user to
navigate their voicemail messages in a graphical userfaater The system incorpo-
rated information retrieval and information extractiomygmnents, allowing a user to
query the voicemail messages, and automatically extigotiievant information such
as phone numbers. Huang et al. (2001) and Jansche and AG8) @so described
techniques for extracting phone numbers from voicemails.

Koumpis and Renals (2005) investigated prosodic featamresufimmarizing voice-
mail messages in order to send voicemail summaries to modiliees. They reported
that while the optimal feature subset for classification weeslexical subset, an ad-
vantage could be had by augmenting those lexical featurtés pvosodic features,
especially pitch range and pause information.

2.3.4 Summarization Evaluation

Summarization evaluation techniques can generally bsitiked asntrinsic or extrin-
sic (Jones & Galliers, 1995). Intrinsic metrics evaluate thiialdanformation content
of a summary, usually by comparing it either with gold-st@midhuman summaries
or with the full document source. Extrinsic metrics, on thieo hand, evaluate the
usefulness of the summary in performing a real-world tasesthMummarization work
to date has relied much more heavily on intrinsic measugsetrinsic measures, for
the primary reason that such evaluations are more easiligabfe and subsequently
more useful for development purposes. Here we consider dst widely used intrin-
sic summarization evaluation techniques to date, and weaalscussion of extrinsic
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approaches until Chapter 6 (page 93), where we place our gitingc evaluation in
the context of previous evaluations.

A definitive overview of summarization evaluation techrequs difficult if not im-
possible, as the summarization community has never agread mtrinsic evaluation
framework and researchers have tended to rely on their ovouse metrics. In re-
cent years, however, a suite of evaluation metrics undandahee ROUGE has become
increasingly popular (Lin & Hovy, 2003). ROUGE in turn is ariadion of BLEU (Pap-
ineni et al., 2001), a machine translation evaluation tBaEU is based on comparing
n-gram overlap between machine translations and multgdek-gtandard human trans-
lations and is precision-based. ROUGE was developed éslbeiais a recall-based
version of BLEU, though the most recent versions of ROUGEwdate precision, re-
call and f-score. There are several metrics within the ROWBHEe, but the most
widely used are ROUGE-2 and ROUGE-SU4, the former of whidbutates bigram
overlap and the latter of which calculates skip bigram @ageviith up to four interven-
ing terms. Lin (2004) provided evidence that these metmecsetate well with human
evaluations for several years’ worth of DUC data. Subsegresearch has yielded
mixed results concerning ROUGE correlations with humaruatens (Dorr et al.,
2004; Murray et al., 2005b; Dorr et al., 2005; Murray et a008), but ROUGE has
become an official metric of the Document Understanding €amice and is increas-
ingly relied upon by researchers, allowing them to directiynpare summarization
results on given datasets.

The creators of ROUGE have also developed the Basic Elersealsation suite
(Hovy et al., 2006), which attempts to remedy the drawbadk®lging on n-gram
units or sentence units for comparing machine summariesféoance summaries. In-
stead of relying on n-grams like ROUGE does, this evaludtiamework uses units
called Basic Elements, which are defined in the most simpde ea either heads of
major syntactic constituents (a single item) or relatiogsyeen heads and dependents
(a triple of head, modifier, and relation). The advantage agi8 Elements is that it
features a deeper semantic analysis than simple n-gramagial, but the disadvan-
tage is that it relies on parsing and pruning, which can bg preyblematic for disfluent
speech data. Like ROUGE, Basic Elements is not a single atraiumetric. Rather
it consists of numerous modules relating to three evaloaieps obreaking match-
ing andscoring which correlate to locating the basic elements, matchimgar basic
elements, and scoring the summaries, respectively.

The Pyramid method (Nenkova & Passonneau, 2004) uses Mal@igth sub-
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sentential units for comparing machine summaries to hunagetrsummaries. These
semantic content uniftSCUs) are derived by having human annotators analyze mul-
tiple model summaries for units of meaning, with each SCuhdpeissociated with a
weight relating to how many model summaries it occurs in. sehearying weights
lend the model the pyramid structure, with a small number@$ occurring in many
model summaries and most SCUs appearing in only a few modehsuies. Machine
summaries are then annotated for SCUs as well and can beldmsed on the sum of
SCU weights compared with the sum of SCU weights for an opgtsmamary. Using
the SCU annotation, one can calculate both recall-basegractsion-based summary
scores. The advantage of the Pyramid method is that it usgerdaunits of variable
length and weights them by important according to occuegnanodel summaries,
but the disadvantage is that the scheme requires a greabfibaiman annotation.
Pyramids were used as part of the DUC 2005 evaluation, withemaus institutions
taking part in the peer annotation step, and while the subthfgeer annotations re-
quired a substantial amount of corrections, Nenkova e28D7T) reported acceptable
levels for inter-annotator agreement. Galley (2006) ihticed a matching constraint
for the Pyramid method, namely that when comparing machitra@s to model ex-
tracts, SCUs are only considered to match if they originatenfthe same sentence in
the transcript. This was done to account for the fact thatesees might be super-
ficially similar in each having a particular SCU but neveltiss have much different
overall meanings.

Work onfactoid-based evaluation by Teufel and van Halteren (2004) is ambil
the Pyramid method, except that factoids are atomic uniereds SCUs are of vari-
able length and can be quite long. Additionally, factoidgies can be determined by
features beyond frequency, such as document position. dittersce “Police have ar-
rested a white Dutch man” is represented by the followintpias provided by Teufel
and Van Halteren:

e A suspect was arrested.

The police did the arresting.

The suspect is white.

The suspect is Dutch.

The suspect is male.
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The inter-annotator agreement for factoid annotation avsnaire data was quite
high according to the kappa value, at around 0.86.

There has also been knowledge transfer between the questswrer (QA) and
summarization domains in recent years. In the TREC QA traorhees, 2004),
non-factoid questions, i.e. questions that require ldegtlesponses, are evaluated us-
ing information nuggetswhich are automatic information units that are considéned
an assessor to be relevant to the information need. Initeggstthe actual system re-
sponses are used by the assessor in identifying the infammaiggets. These nuggets
are identified as vital or non-vital, and systems are scorial mugget precision and
nugget recall, deriving an overall f-score. Nenkova et200() discussed how nuggets
and pyramids might be used together, and additional idedsfawledge transfer be-
tween these domains was provided by Lin and Demner-Fusha®@b( 2006).

The weighted precision metric (Murray et al., 2006) can bensas being anal-
ogous to the Pyramid method, but with dialogue acts as thesSAQWis evaluation
metric relies on human gold-standard abstracts, multipledn extracts, and links
between the abstracts and extracts. The annotations aedahmtion scheme are de-
scribed in detail in Chapter 3 (page 25), with the schemenebete from the original
weighted precision to weighted precision/recall/f-scdrke advantage of the scheme
is that once the model annotations have been completed, meWwine summaries can
easily and quickly be evaluated, but the disadvantage tsttisalimited to evaluating
extractive summaries and works only at the dialogue act.leve

Radev and Tam (2003) proposed a somewhat similar evaluattimod to weighted
precision for extractive summarizatiae)ative utility. Human annotators are asked to
rate each document sentence on a scale of 1 to 10, with 10 thegnmgaximum score
for meriting inclusion in the summary. Machine extracts twen evaluated according
to how well the extracted sentences score according to thhyudges, normalized
by the maximum achievable score for the given summary lenggdundancy infor-
mation is also explicitly marked, so that the inclusion oé@entence might penalize
the presence of another. The advantage of this approactsiovgle precision and re-
call is that in the latter case, human sentence selectiobea®pendent on summary
length (Jing et al., 1998; Mani, 2001b) and one sentencetrb&gkelected while a very
similar sentence is not, whereas with relative utility alhtences are scored for extract-
worthiness and the metric can be easily applied to summafiesrious lengths. The
disadvantage is basically the same as with weighted poegcitat the method is only
applicable to extractive summaries and does not operateeaekof fine granularity.
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Zechner and Waibel (2000) introduced an evaluation megbecidically for speech
summarizationsummarization accuracyThe general intuition is that an evaluation
method for such summaries should take into account theaetevof the units ex-
tracted as well as the recognition errors for the words wimmprise the extracted
units. Annotators are given a topic-segmented transcngttald to select the most
relevant phrases in each topic. For summaries of recogoigput, the words of the
ASR transcripts are aligned with the words of the manualstepts. Each word has
a relevance score equal to the average number of times iaeppethe annotators’
most relevant phrases. Given two candidate sentencesnsert might be superior to
sentence 2 when summarizing manual transcripts if it coataiore relevant words,
but if sentence 1 has a higher WER than sentence 2 it may besewandidate for
inclusion in a summary of the ASR transcript. Summaries Witjin relevance and low
WER will thereby rate more highly.

The challenge with evaluating summaries intrinsicallyhatthere is not normally a
single best summary for a given source document. Given the ggut, human judges
will often exhibit low agreement in the units they select (Mat al., 1999; Mani,
2001b). In early work on automatic text summarization, Rettlal. (1961) showed
that even a single judge who summarizes a document once andsthmmarizes it
again several weeks later will often create two very difiérummaries (In that spe-
cific case, judges could only remember which sentences thé\pfreviously selected
42.5% of the time). With many annotation tasks, such as gisact labeling for ex-
ample, one can expect high inter-annotator agreementubutnsirization annotation
is clearly a more difficult task. As Mani et al. (1999) pointegt, there are similar
problems regarding the evaluation of other NLP technoltiiat may have more than
one acceptable output, such as natural language genegatibmachine translation.
The metrics described above have various ways of addredgsghallenge, relying
generally on multiple references. With ROUGE, n-gram aeithetween a machine
summary and multiple human references is calculated, ascagsumed that a good
machine summary will contain certain elements of each eefe. With pyramids, the
SCUs are weighted based on how many summaries they occmdnyith weighted f-
score, we rely on multiple annotators’ links between extraad abstracts. Teufel and
van Halteren (2004) and Nenkova et al. (2007) discussedse iof how many refer-
ences are needed to create reliable scores, but the croalipthat there is no such
thing as a single best summary and multiple gold-standdederece summaries are
desirable. As Galley (2006) observed, the challenge isowirter-annotator agree-
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ment itself but in using evaluation metrics that accounttfar diversity in reference
summaries.

These are only a few of the evaluation metrics used in recestsy and each has
advantages and disadvantages. What metrics like ROUGIEhveel precision, rela-
tive utility and summarization accuracy have in common & there is an initial stage
of manually creating model summaries, and subsequentlymashine summaries
can be quickly and automatically evaluated. In contrastafyds, nuggets and fac-
toids require additional manual annotation of machine sanes. On the other hand,
these latter evaluation schemes operate at a more mealiagfLof granularity com-
pared to using n-grams or entire sentences. What all thésenss have in common
is replicability, being able to reproduce the results omeerelevant annotations have
been done, which is not feasible when simply enlisting hujuelges to conduct sub-
jective evaluations of summary informativeness or qualych human evaluations
are very useful for periodic large-scale evaluation of sampation systems, however,
and crucial for ensuring that automatic or semi-automastrics correlate with human
judgements or real-world utility.

2.4 Further References

For further overviews of text summarization research anettions, see Mani (2001a),
Jones (1999) and Endres-Niggemeyer (1998).



Chapter 3

Meeting Corpora and Experimental

Design

The summarization experiments described herein are darieon spontaneous multi-
party spoken dialogues, or meeting speech. This is a platigunteresting speech
domain because of the naturalness of the speech and thergesd| presented by dis-
fluent, overlapping dialogues. Domains such as broadcast aed lectures are popu-
lar among the summarization and information extraction mamities, but represent a
middle ground between text and speech data, as there isafiegpared and read as-
pect to the speech. Purely spontaneous speech can be aiapdiiferent in terms of
fluency, prosody and information density when compared thidélse other speech do-
mains. This presents many challenges for automated asaly@in automatic speech
recognition to automatic extraction of informative dial@gacts, the focus of this work.
By working in this domain, we hope to discover the correlatemformativeness for
speech in unscripted, natural settings.

We use two corpora for our experiments, the AMI and ICSI nmggetiorpora, de-
scribed in detail below.

3.1 AMI Corpus

The AMI corpus consists 0100 hours of recorded and annotated meetings, divided
into scenarioandnon-scenarianeetings. In the scenario meetings, four participants
take part in each meeting and play roles within a fictional gany. The scenario given
to them is that they are part of a company called Real Reagtwinich designs remote
controls. Their assignment is to design and market a new teewantrol, and the

25
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members play the roles of project manager (the meeting tgaddustrial designer,
user-interface designer, and marketing expert. Througdriassof four meetings, the
team must bring the product from inception to market.

The first meeting of each series is the kick-off meeting, whearticipants intro-
duce themselves and become acquainted with the task. Thedseweeting is the
functional design meeting, in which the team discusses $ke nequirements and de-
termines the functionality and working design of the remdtiee third meeting is the
conceptual design of the remote, wherein the team detesntireeconceptual specifi-
cation, the user interface, and the materials to be usetielfourth and final meeting,
the team determines the detailed design and evaluate ¢seit.r

The participants are given real-time information from tlmpany during the
meetings, such as information about user preferences asigndstudies, as well as
updates about the time remaining in each meeting. Whiledbeagio given to them
is artificial, the speech and the actions are completelytsp@ous and natural. There
are 138 meetings of this type in total. The length of an irdirgl meeting ranges from
~15 to 45 minutes, depending on which meeting in the serissamd how quickly the
group is working.

The non-scenario meetings are meetings that occur regalad would have been
held regardless of the AMI data collection, and so the mgstfeature a variety of
topics discussed and a variable number of participantstieoexperiments described
in this thesis, we use only the scenario meetings from the édripus.

The meetings were recorded at three locations: Edinbuiy@, nd IDIAP. The
participants consist of both native and non-native Engisdakers, and many of them
are students.

The AMI corpus is freely availableand contains numerous annotations for a vari-
ety of multi-modal phenomena.

3.2 ICSI Corpus

The second corpus used herein is the ICSI meeting corpus @eal., 2003), a corpus
of 75 natural, i.e. non-scenario, meetings, approximaial/hour each in length. As
with the AMI non-scenario set, these are meetings that woaleé been held anyway
and feature a variable number of participants. Because mofathe meetings in the
corpus are gatherings of ICSI researchers themselvegles tend to be specialized

Lhttp://corpus.amiproject.org/
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and technical, e.g. discussions of speech and languagsdledy. The average length
of an ICSI meeting is greater than the average AMI non-scenageting.

Like the AMI corpus, the ICSI corpus meetings feature bottiveaand non-native
English speakers. All meetings in the corpus were recortd&d3 in Berkeley, Cali-
fornia. Unlike the AMI scenario meetings and similar to thillfon-scenario meet-
ings, there are varying numbers of participants acrossingsein the ICSI corpus,
with an average of six but sometimes as many as ten per meeting

Unlike the AMI corpus, which is multi-modal and contains aigty of informa-
tion such as slides, whiteboard events and participansntite ICSI corpus consists
entirely of speech and relevant annotations.

3.3 Human Annotation

This section gives an overview of the sets of manual anruotahiat are used through-
out the experiments described in this thesis.

3.3.1 Dialogue Act Annotation

As described in the introduction, we are engaged here iretedfextractivesumma-
rization, wherein we classify certain segments from theedocument as summary-
worthy and reject the others, concatenating the choser umd a single compressed
document. Whereas the unit of extraction for text summadmamight be a sen-
tence, the unit of extraction for this spontaneous speethiddahedialogue act In
these meetings, as with other spontaneous speech corga@iegend not to speak
in complete and grammatical sentences, and so we insteatkaéthe speech stream
according to speaker intentions. Each dialogue act segroaghly corresponds to
a single speaker intention. A dialogue act can contain muaa bne sentence-type
unit or less than a whole sentence-type unit, since the satguinen is based primarily
on intention rather than grammatical considerations. Aaioos also label each dia-
logue act segment with a type, such as “back-channel,” finfband “suggest,” but for
these experiments we use only the segmental informatiordesnelgard the dialogue
act type.

Though we primarily use hand-segmented dialogue acts asithmarization units,
in Chapter 8 (page 165) we explore the impact of using a muupler pause-based
spurt segmentation in lieu of dialogue act segmentationsameey the impact of this
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simplified segmentation on the summarization task. AlsohenAMI and AMIDA
projects, Dielmann and Renals (2007) have researched atitoesegmentation and
labelling of dialogue acts for the AMI corpus.

3.3.2 Summarization Annotation

For both the AMI and ICSI corpora, annotators were asked ttewvabstractive sum-
maries of each meeting and to extract the meeting dialogisetlaat best convey or
support the information in the abstractive summary.

Annotators used a graphical user interface (GUI) to brovesh endividual meet-
ing, allowing them to view previous human annotations casgat of an orthographic
transcription synchronized to the meeting audio, and tgpgmentation. Some of
these summarization annotators had previously taken pdrtei topic segmentation
annotation while others were unfamiliar with the data. Theaators were first asked
to build a textual summary of the meeting aimed at an intedetird-party, using four
headings for the summary. For the ICSI meetings, the foulihga are:

e general abstract: “why are they meeting and what do the\afadkit?”;
e decisions made by the group;
e progress and achievements;

e problems described
For the AMI meetings, the summary sections were slightledsnt:

e general abstract;
e decisions;
e actions;

e problems;

The maximum length for each summary section is 200 words,vantk it was
mandatory that each general abstract section containgdtteras permitted that for
some meetings the other three sections could be null; fomplg some meetings
might not involve any decisions being made. Annotators wheewinfamiliar with the
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data were encouraged to listen to a meeting in its entirdtyrédeginning to compose
the summary.

After authoring the abstractive summary, annotators wese asked to create an
extractive summary, using a second GUI. With this GUI theyeaable to view their
textual summary and the orthographic transcription, withtbpic segments removed
and with one dialogue act per line based on the pre-existiRipM coding (Shriberg
et al., 2004). They viewed only the dialogue act segmentisowitthe dialogue act
type labels. They were told to extract the dialogue actsttgsther could best convey
the information in the abstractive summary and could be tsetdipport the correct-
ness of the abstract. They were not given any specific instngcabout the number
or percentage of dialogue acts to extract, nor any instastabout extracting redun-
dant dialogue acts. They were then required to do a secorsdgpamtation, wherein
for each extracted dialogue act they chose the abstractrsmss supported by that
dialogue act. The result is a many-to-many mapping betwbstract sentences and
extracted dialogue acts, i.e. an abstract sentence cankszllto more than one di-
alogue act and vice-verse. Although the expectation wasetheh abstract sentence
would be linked to at least one extracted dialogue act and esttacted dialogue act
linked to at least one abstract sentence, annotators wengtfezl to leave abstract
sentences and dialogue acts standing alone in some cirocest However, for train-
ing our statistical models in Chapters 5, 6 and 7, only dia¢ogcts that are linked to
abstract sentences are considered to be members of thegokiss. This is done to
maximize the likelihood that a data point labelled as “ectixe” is truly an informa-
tive example for training purposes; on average, fewer tha$ df the dialogue acts
extracted by an annotator remain unlinked. Note that inrgsgarch the number of
dialogue act links is used only for evaluation purposes. tfening our binary clas-
sifiers, we simply consider a dialogue act to be a positivenga if it is linked to a
given human summary, and a negative example otherwiserd~wirk could look at
incorporating the link counts in a linear regression model.

For the test set meetings in each corpus, we also had mudtipietators write
abstracts of the meetings so that we have multiple golddst@summaries for evalu-
ation purposes. For each AMI test set meeting, there are tm@h-authored abstract
summaries. For each ICSI test set meeting, there are eithieof five human-authored
abstract summaries.
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3.3.2.1 Annotator Agreement

To gauge inter-annotator agreement on the extractive godia can utilize the kappa
statistic (Carletta, 1996). The kappa statistic is a wayvafieating how closely two
annotators agree with each other on an annotation task. talstis is derived by
calculating

K = (Observed Agreement - Chance Agreement) / (1 - Chance Agreg

For each meeting in the corpus, the kappa value for eachangtir is calculated
and these values are averaged to derive a single kappa aaltieat meeting. These
averages are then summed and averaged over the corpusve aeraverage kappa
statistic for the corpus.

For the ICSI test set, the average kappa value is 0.35. FohNhetest set, the
average kappa value is 0.48. Both scores are somewhat lbas loliscussed in Chap-
ter 2 (page 19), it is not unusual to have low annotator agee¢rior summarization
annotation as there is normally no single best summary favengdlocument. We
also find that the AMI test set agreement is considerablydrigian the ICSI test set
agreement, reflecting the difficulty in annotating the lésscsured ICSI meetings.

Whereas the ICSI corpus only has multiple extractive cagliiog the test set, we
have multiple extractive codings for the entirety of the Atlenario meetings. The
annotator agreement for the entire AMI corpus is 0.45, fliygbwer than for the test
set alone.

3.4 Automatic Speech Recognition

For the experiments described in this thesis, we make axtemse of automatic
speech recognition (ASR) for the two meeting corpora. Th&RAoutput was pro-
vided by the AMI-ASR team (Hain et al., 2007). The AMI automatanscription
system uses the standard framework of hidden Markov moddMMHacoustic mod-
elling and n-gram language models, in this case tri-grarasachieve fair recognition
output, the corpus is divided into five parts, employing asédeane-out procedure of
training the language and acoustic models on four portidtiseodata and testing on
the fifth, rotating to obtain recognition results for theiemntorpus (for the ICSI data
this is four parts rather than five).

The microphones used for this speech recognition outpuinaligidual headset
microphones. The AMI ASR system features components fastatk suppression
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and automatic segmentation using a multi-layer percegivtiti®).

The WER for the ICSI corpus is 29.5% and the WER for the AMI ¢ 38.9%.
There are multiple versions of ASR available in AMI corpus #ime version used here
is labelledASRAS CTM.v2.0feb07in the corpus, and is distinct from the other avail-
able versions of the ASR in that it features automatic segatien. This system also
incorporates Vocal Tract Length Normalization (VTLN) andadimum Likelihood
Linear Regression (MLLR) adaptation.

3.5 Experimental Overview

This section provides a description of the experimentalsédr this set of summa-
rization experiments.

3.5.1 Training, Development and Test Sets

For the experiments on the AMI data, the corpus was dividexdthree portions: train-
ing, development, and test data. All the AMI meetings usertwaken from the sce-
nario portion of the corpus. The training data consists ah@2tings, the development
set contains 24 meetings, and the test set is comprised ofe2fings, or five meet-
ing series. The test set consists of meetings recorded dipleUAMI facilities: eight
recorded in Edinburgh, four recorded at IDIAP, and eighorded at TNO.

The ICSI training set consists of 69 meetings and the tesssaimprised of 6
meetings.

3.5.2 Extractive Classifiers

For the supervised classification experiments describ&thapters 5 and 7, the classi-
fier used is thdiblinear logistic regression classifferThis classifier type is useful and
efficient for binary classification tasks and for traininglarge datasets. The logistic
regression probability model is given by

1
1+ exp—y(a+bx))

P(y=+1|x) =

wherex represents the data,andb are weights estimated by maximum likeli-
hood, andy is the class label. Thigblinear toolkit incorporates simple feature subset

2http://www.csie.ntu.edu.tw/ cjlin/liblinear/
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selection based on calculating tliestatistic for each feature and performing cross-
validation with subsets of various sizes, comparing theltast balanced accuracy
scores. Thd statistic for each feature is calculatedilblinear by the formula

X -2+ (X —%)?

+ _ — —
D T e S TC TS
wheren, andn_ are the number of positive instances and negative instarees

spectivelyx;, >Zf+

F(i)=

), andxf_) are the means of thth feature for the whole, positive and
negative data instances, respectiv&ij?,) is theith feature of thekth positive instance,
andxl((ji) is theith feature of thékth negative instance (Chen & Lin, 2006).

In preliminary work we used an SVM classifier with an RBF keértr@ained on the
same data and using the same feature sets, and this wasdsii@aised to create the
summaries described in Chapter 6, the extrinsic evaludignussion. However, there
was not a noticeable performance difference between uaifiMs3nd logistic regres-
sion classifiers, and the latter classifier is much fasteraio,tso we ultimately chose
the logistic regression classifier for the bulk of our expmnts in order to expedite
development. Chapter 6 represents the only use of SVMssrihbsis.

3.5.3 Compression Level

For each summarization system presented in Chapters 4, 5,awe create sum-
maries with a length of 700 words each. This length is chosethat the summaries
could hypothetically satisfy two use cases: they are bnietigh to be read by a time-
constrained user, much as an abstractive summary mightitldygreviewed, but long
enough to serve as indices into the most important pointseofrteeting records. This
short summary length also necessitates a high level ofgpogcsince we extract rela-
tively few dialogue acts. For the decision audit task désctiin Chapter 6, the sum-
maries of the four relevant meetings are of a length appratirg the length of the
manual extracts for each of those meetings. This is doneusedae gold-standard
human abstract condition in that experiment contains ltokbe human-extracted di-
alogue acts in the transcript, and we want extractive cgeeta be comparable.
Further research is needed to determine the optimal cosipreevels for summa-
rization of such data. Most systems to date extract unitié n@atching a limit defined
by a preset percentage of sentences, preset percentagedsfava preset word-count,
the latter being the method used herein. All methods seerave their disadvantages.
For example, when humans create extractive summaries dfmgeglonger meetings
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do yield longer summaries in general, but the word-countgreage actually decreases
as the meetings get longer. That is, the word-count for thensary of a short meeting
will tend to represent a much higher percentage of the toesting word-count than
will the summary of a very long meeting.

In any case, for our most in-depth analyses of the system&xtvapolate away
from any specific compression ratio or posterior probagbtlireshold by evaluating
the receiver operator characteristic (ROC) curves andrbesaunder the curve (AU-
ROC) for the various classifiers including feature-subkatsifiers. This allows us to
evaluate how well the summarization systems discern traiiypes and false positives,
regardless of summary length.

3.5.4 Evaluation

This section describes the summarization evaluation sekamed throughout these
experiments. We first introduce and provide details for tmtamsic evaluation metrics,
and subsequently motivate an extrinsic evaluation thagssidbed in detail in Chapter
6.

3.5.4.1 Weighted Precision, Recall and F-Score

In previous work (Murray et al., 2006) we introduced the gyl precision evalua-
tion. Here we extend that analysis to weighted precisiocalt@and f-score. While
evaluation metrics such as ROUGE, which work at the word gram level, are
primarily or originally recall measures, we have previously assumed that when per-
forming a weighted evaluation at the dialogue act leprdcisionis more informative,
particularly when the summaries are moderately or sevetaiyt. However, we derive
the f-score here for completeness and present that as thalograluation metric of
interest.

To calculate weighted precision, we count the number ofgithat each extractive
summary dialogue act was linked by each annotator, avegabese scores to get a
single dialogue act score, then averaging all of the diadapis scores in the summary
to get the weighted precision score for the entire summary.calculate weighted
recall, the total number of links in our extractive summargivided by the total num-
ber of links to the abstract as a whole. A difference betweeigkted precision and
weighted recall is that weighted recall has a maximum scbfe m the case that all
linked dialogue acts are included in the extractive summahgreas there is no the-
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oretical maximum for weighted precision since annotatoesenable to link a given
dialogue act as many times as they saw fit.
More formally, both weighted precision and recall sharestéu®me numerator

M N
num= L(s,a;
3 3 L)

whereL(s;,aj) is the number of links for a dialogue agtin the machine extractive
summary according to annotatar M is the number of dialogue acts in the machine
summary, andN is the number of annotators.
Weighted precision is equal to
recision= num
P TNM
Weighted recall is given by

num

recall =
524 SiLiL(s,a)

where O is the total number of dialogue acts in the meeting,tNe number of annota-
tors, and the denominator represents the total numberksf firade between dialogue
acts and abstract sentences by all annotators.

The f-score is calculated as the harmonic mean of precisidmecall:

(2% precisonx recall) /(precisior+ recall)

In general, these weighted metrics are based on the assumtipéit dialogue acts
that are linked multiple times by multiple annotators areaenoformative and should
be weighted more highly when included in a summary.

3.5.4.2 ROUGE

In Chapter 2 (page 19) we describe the ROUGE intrinsic etialuanetric. In previous
experiments (Murray et al., 2005b, 2006) we found that th&JB& metrics did not
correlate well with subjective human judgements of sumesasf the ICSI meeting test
set, and so ROUGE is not used as the primary evaluation ie tiuether experiments
since we can rely on the human extractive gold-standarag uke weighted f-score
scheme described above. However, the disadvantage of i@dighecision, recall and
f-score and a potential advantage of ROUGE is that the foimeestricted to the
evaluation of extractive summaries whereas ROUGE can letagsmpare any type
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of automatic summary with human reference summaries, ginagrks at the n-gram
level rather than the dialogue act level.

Though the research in this thesis mostly relies on weightecision/recall/f-score
for evaluation purposes, we do utilize ROUGE as an evalnatietric in Chapters 7
and 8 in addition to weighted f-score. In those instancegglyeon the ROUGE-2 and
ROUGE-SU4 metrics, which calculate bigram overlap and skgpam overlap with
up to four intervening words, respectively.

3.5.4.3 Extrinsic Evaluation

In Chapter 2 (page 19) we describe the difference betweemsixtand intrinsic ap-
proaches to summarization evaluation. This thesis ardguasruly robust summariza-
tion evaluation will incorporate extrinsic measures iniédd to intrinsic measures.
While intrinsic evaluation metrics are indispensable fevelopment purposes and can
be easily replicated, they ideally need to be chosen basedhether or not they are
good predictors for extrinsic usefulness, e.g. whethey togrelate to a measure of
real-world usefulness. Evaluating according to human -gtdehdard annotations is
sensible, but ultimately all summarization work is donetfog purpose of facilitating
some task and should be evaluated in that context. As SParks has said, “it is
impossible to evaluate summaries properly without knowihgt they are for” (Jones,
1999). Ideally, even evaluation measures that compare ansmynwith a full source
document or a model summary would do so with regards to usstrents. Here we
directly evaluate the utility of the summaries for a parécwse case by measuring
their impact on satisfying a typical information need rigigtto that use case.
Specifically, our incorporation of extrinsic measures iis thesis is related to our
domain of speech summarization and to the predicted use caske meeting sum-
maries generated. The summaries are meant to be used inrtextcof a meeting
browser, aiding a time-restricted user who needs to quigkliew meeting content for
use cases such as preparing for a subsequent meeting oriptuoobporate memory.
In these cases, it is not sufficient merely to know that ounaattically generated sum-
maries are to some degree similar to manually drafted suramas the documents
are not intended to be stand-alone documents. Rather, thegcuded in a meeting
browser as a navigational tool. For example, a user of thdingebrowser can first
read the extractive summary in its entirety and then nagita¢ entire transcript and
audio/video record by clicking on summary dialogue actsramdex into the record.
Itis crucial, therefore, to know just how good extractivesnaries are as navigational
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tools for such purposes. Figure 3.1 illustrates the ratatigp between an extractive
summary and the overall meeting record. Ultimately sumpaéion may be merely

one component of a multi-media meeting browser, but here ard W isolate the im-

pact of summarization compared with other possible compisner configurations.

We are interested in how well we meet the needs of a particskercase when each
individual information component is featured.

TRANSCRIPT

Ay ootz 6 galle @ L pozsikn Ly Lo vean Lo o el lur s

same hijLeb ok a4 0n o dh bk

samary JF—buh deing 2 eng life battey the

U suspact remats certrel cocs Shnk abous - mm

Figure 3.1: Summaries as Navigation Aids

Another way of motivating such an extrinsic evaluation far purposes, and plac-
ing it in relation to intrinsic evaluations, is that our imsic evaluations tell us how
multiple extraction techniques compare to one anotherewhe extrinsic evaluation
tells us how useful the extrinsic paradigm is as a whole. dfisttle use to say that
our extractive summaries are very good compared with galddstrd human extracts
if they are not useful as navigational tools in a meeting ls@wit may be the case that
we can successfully locate informative dialogue acts in atmg, but that users find
it very difficult to read sentences that have been removed treeir original contexts
and concatenated together, or that the ASR errors makengeadimprehension a great
challenge. We therefore emphasize the importance of thewedd application of our
data. Of course, the decision audit task could be set up imaweay that it compares
multiple approaches to extractive summarization with ometlzer, but here we more
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generally evaluate how useful extractive summarizatidarishe particular use-case.

Chapter 6 (page 93) describes our large-scale extrinsicai@n for automatic
summarization. The particular form of the evaluation deaision auditask, wherein
a user must review several archived meetings in order tefgaticomplex information
need. The task is described in detail and placed in the cootgxevious extrinsic
evaluations.

3.6 Conclusion

This chapter has served to provide a description of the carpsed and the general
experimental overview. The individual chapters supplytifer experimental details
where appropriate.



Chapter 4
Keywords and Cuewords

This chapter examines the use of keywords and cuewords @ck@@mmarization. In

the first section we survey established term weighting nagthdiscuss our implemen-
tations of several state-of-the-art term weighting teghas in a simple summariza-
tion system, and introduce two novel term weighting metHfodspontaneous spoken
dialogues. The second section examines the usefulnesgwbads for speech sum-
marization. The difference in keywords and cuewords is thatatter are somehow
specific to a given document and to the topics within the dantirand are therefore
useful for distinguishing documents, whereas cuewordsrame generally indicative

of informative areas of a document and are not necessamlgifepto a document at

hand. The latter are more common words that could signatrimditiveness across a
variety of documents and topics.

4.1 Term Weighting

In this section we explore a variety of term weighting tecjusis for spontaneous
speech data in the meetings domain. In term weighting, wgrassores to each word
in a document so that the most informative end up with thedsghcores and less in-
formative words and function words have scores at or near. Zaveral such weight-
ing schemes are discussed below, including two novel tgciesi intended specifi-
cally for multi-party spoken dialogues. Choosing and impdating a term weighting
method is often the first step in building an automatic sunmation system. Though
the unit of extraction may be the sentence or the dialogydlaute units are normally
weighted by the importance of their constituent words. Papiext summarization
techniques such as Maximal Marginal Relevance (MMR) anéhizBemantic Analy-

38
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sis (LSA) begin by representing sentences as vectors ofwaights. There is a wide
variety of term weighting schemes available, from simpteaby weights of word pres-
ence/absence to more complex weighting schemes sutidasandtf.ridf. Several of
these are described in the following section.

A central question of this section is whether term-weigitechniques developed
for information retrieval (IR) and summarization tasks erttare well-suited for our
domain of multi-party spontaneous spoken dialogues, othen¢he patterns of word
usage in such dialogues can be exploited in order to yieldrsmpterm-weighting for
our task. To this end, we devise and implement two novel wegighting approaches
for multi-party speech, based on features such as diffexiogl frequencies among
speakers in a meeting and the relationship between keyvemdisneeting structure.
These metrics are compared with 4 popular term-weightihgrees -df, tf.idf, ridf
andGain - and the metrics are evaluated via an extractive summeamizetsk on both
AMI and ICSI corpora.

4.1.1 Previous Term Weighting Work

Term weighting methods form an essential part of most IResyst Terms that char-
acterize a given document well and discriminate the doctifinem the remainder of
the document collection should be weighted highly (SaltoBuéckley, 1988). The
most popular term weighting schemes have therefore cormlmokection frequency
metrics withterm frequencynetrics.

The most common method of calculating collection frequas@alled thanverse
document frequendyDF) (Jones, 1972). The IDF for tertrs given by

IDF (t) = logD — logD(t)

or equivalently,

IDF (t) = —Iog(?)
whereD is the total number of documents in the collection &tl) is the number of
documents containing the tetmA term will therefore have a high IDF score if it only
occurs in a few documents in the document collection.

For theterm frequencgomponent, the simplest method is a binary term weight: O
if the term is not present and 1 if itis. More commonly, the fin@mof term occurrences

in the document is used. Thus the term frequency TF is given by
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N(t)
ko1 N(K)

whereN(t) is the number of times the temoccurs in the given document ag_; Ng

TF(t,d) =

is the total word count for the document, thereby normadjzhre term count by docu-
ment length.

The classic method for combining these components is sitfjpdy (Rijsbergen,
1979; Salton & Buckley, 1988), wherein a term is scored hyight occurs many times
within a given document but rarely across the set of all damuisy by multiplying
TF and IDF. This term weighting schentieidf increases our ability to discriminate
between the documents in the collection. While there arantto the TF and IDF
components given above (Salton & Buckley, 1988), the mutigantuitions are the
same. Another example of combining these three types of(dali@ction frequency,
term frequency and document length) is given by RobertsonJanes (1994) and is
called the Combined Weight. For a tetnand documend, the Combined Weight is
described as:

IDF (t)-TF(t,d)- (K+1)

CWILD) = @by + (b- (NDL(@)))) + TF(L.d)

whereK is a tuning constant regulating the impact of term frequelmg/a tuning con-
stant regulating the impact of document length, &HoL is the normalized document
length.

When a query is given to a documerd, the document can be scored for query
relevance using the so-called Okapi BM25 score (Robertsah,6.998),

BM25(d, q) = _iCW(qi,d)

whereqs...q, are the query terms. This scoring method has been the mealeel
text retrieval term-weighting scheme in the TREC confeesr{&obertson et al., 1998;
Jones et al., 2000; Craswell et al., 2005).

When relevance information is available, i.e. a subset ctideents has been de-
termined to be relevant to a user query, additional provemicseare available for term
relevance weighting and/or query expansion (Robertsonn&go1994). One example
is the RSJ metric given in (Robertson & Jones, 1976):

RSJt,q) = log Uﬁiﬁ)

N—n—R+r)
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where R is the number of documents known to be relevant todkeyqg andr is the
number of relevant documents containing terfhe following variation is sometimes
used instead, partly to avoid infinite weights under certainditions:

((r+05)(N—n—R+r+0.5))

RW(t,q) = log( ((n—r+0.5)(R-r+0.5))

In practice, however, there is little or no relevance infatimn available when doing

term weighting. Work by Croft and Harper (1979) has shown & is an approxi-

mation of the RSJ relevance weighting scheme when compteance information

is unavailable. Robertson (Robertson, 2004) further disesithe relationship between

IDF and relevance weighting and places the IDF scheme ongstheoretical ground.
One extension oidf calledridf (Church & Gale, 1995) has proven effective for

automatic summarization (Orasan et al., 2007) and naméty emtognition (Rennie

& Jaakkola, 2005). Imidf, the usual IDF component is substituted by the difference

between the IDF of a term and its expected IDF according td’tiieson modelridf

can be calculated by the formula

expIDF(t) = —log(1 — e~ 7t/P))

ridf(t) = IDF (t) — expIDF(t)

wheref; is the frequency of the word across all documents D in the ehecu collec-
tion. Church and Gale (1995) give the example of the wordy¢bti” and “some-
what”, which have similar IDF scores for a corpus of AssaaildPress articles. Out of
more than 85,000 documents, “boycott” occurs in 676 and ‘&ehnat” occurs in 979,
resulting in IDF scores of 7.0 and 6.4. Given the frequencysomewhat”, it would
be expected to occur in 1007 documents according to charmoedslled by the Pois-
son, a number only slightly higher than the actual numberoaichents. In contrast,
“boycott” is expected to occur in 1003 documents given ggjfrency, a number much
higher than the 676 documents it actually occurs in. Theidigion of the two words
among documents is much different, as keywords will tendlister into a smaller
number of documents. This divergence between expectatimor@ing to the Poisson
and the actual number of documents indexed by the term casdekta adjust the IDF
score. The authors also show that the mid-frequency terntstte have the largest
divergence from expectation.

Papineni (2001) also provides an extension to IDF. The austigues that the IDF
of a word is not synonymous with theportanceof a word, but is rather an optimal
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weight for document self-retrieval; they are ideal weigftis measuring document
similarity, but not necessarily indicative of term imparte. Papineni proposes a term-
weighting metricGain which is meant to measure importance or information gain of

the term in the document:

Gain(t) = %(? —1-log ?)

Very common and very rare words have low gain; this is in asttwith IDF,
which will tend to give high scores to uncommon words. Fomegke, if our document
collection consists of 100 documents, a term that occursdociments has a Gain
score of 0.059, a term that occurs in 20 documents has a s@rE2, and a term that
occurs in 80 documents has a score of 0.019. As mentionectatdl also favors
medium-frequency words (Orasan et al., 2007). As Papir00X) points out, the
effective performance of metrics suchradf andGain seems to corroborate Luhn’s
observation that medium-frequency words have the optinegidlving power” (Salton
& McGill, 1983).

Mori (2002) introduce a term weighting metric for automationmarization called
Information Gain Ratio (IGR). The underlying idea of IGRst documents are clus-
tered according to similarity, and further grouped into-sisters. If the information
gain of a word increases after clusters are partitionedsotpgroups, then it can be
said that the word contributes to that sub-cluster and shibwis be rated highly.

Finally, Song et al. (2004) introduce a term weighting scaéan automatic sum-
marization that is based on lexical chains. Building lekid@ains in the manner of
Barzilay and Elhadad (1997), they weight chains accordinigaw many word rela-
tions are in the chain, and weight each word in a chain acegtdi how connected it is
in the chain. On DUC 2001 data, they reported outperforniirapdtf.idf weighting
schemes.

4.1.2 Term Weighting for Multi-Party Spoken Dialogue

This section describes two approaches towards designiegraweighting scheme
specifically for spontaneous multi-party spoken dialogues

4.1.2.1 The su.idf metric

A common theme of most of the term-weighting metrics desctim the previous
section is that the distribution of words across a collecbbdocuments is key to de-
termining an ideal weight for the words. In general, words tre unique to a given
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document or cluster of documents should be weighted motdyhilgan words that oc-
cur evenly throughout the entire document collection. Kkaneple tf.idf scores words
highly if they occur many times in the relevant document larely across a set of
all documents. For multi-party spoken dialogue, we havedtarqgotential source of
variation in lexical usage: the speakers themselves. Wedate a new term weight-
ing score for multi-party spoken dialogues by also consideglnow term usage varies
across speakers in a given meeting. The intuition is thawvkeys will not be used by
all speakers with the same frequency. Wheréadf compares a given meeting to a
set of all meetings, we can also compare a given speaker tooh gther speakers in
the meeting. For each of the four speakers in a meeting, weleat a surprisal score
for each word that speaker uttered, which is the negativetogability of the term
occurring amongst the other three speakers. The surpcisad for each wortl uttered
by speakesis

SexsT F(t,s’))
SrsN(r)

whereTF(t,s) is the term frequency of wort for speakers’ andN(r) is the total

surp(s,t) = —Iog(

number of words spoken by each speakdtor each term, we total its speaker surprisal
scores and divide by the total number of speakers to find tleeatisurprisal score
totsurp(t). Thus the surprisal score for a word is given by

S

1
totsurpt) = éZsurp(s,t)

whereSis the total number of speakers in the meeting. So if the Wardetis uttered
once by speaker A, twice by speaker B, none by speaker C artartes by speaker
D, and each speaker says 100 words total, the surprisal s€dmedgetfor speaker
D is —10g(3.0/300), or 6.64. These individual surprisal scores are then sumandd
averaged over each speaker. Table 4.1 gives an exampladertdrms, showing the
normalized term frequency for each speaker and the overrgltisal score for the term.
The term “kinetic” has a high score, as it is used by speakbe2rtost, less often by
speakers 1 and 3, and barely at all by speaker 4. The termdatdihlikewise scores
highly, as it is used primarily by speakers 1 and 2 and much déen for the other
two speakers. The word “charger” scores much lower; it ikepmnly by speaker 2,
and so while the speaker surprisal score for speaker 2 wiiigge, the remainder of
the speaker surprisal scores will be 0 and the average wilkfaore be low (if speaker
sdoes not utter word, thensurp(s,t) is 0).
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This surprisal score, the first component of the term-wangjnetric, is then mul-
tiplied by i&? , Wheres(t) is the number of speakers who speak that word &l
the total number of speakers in the meeting. The third corapoof the metric is the
inverse document frequency, or IDF. The equation for IDF is
D
5)
where D is the total number of documents dhdis the number of documents con-

IDF (t) = —log(

taining the ternt. Putting these three components together, our term weightietric
is

suid f (t) = totsurp(t) ist) -/IDF (t)
One motivation for this novel term weighting scheme is thahgnimportant words in
such meeting corpora are not necessarily rare across alhtats, e.gcost design
andcolour. They are also not necessarily the most frequent conteriisnorithe meet-
ings. They would therefore not score highly on either congmbioftf.idf. Though we
retain inverse document frequency for our new metric, theasgroot of IDF is used
to lower its overall influence within the metric, so that antewill not necessarily be
weighted low if it is fairly common or weighted high simply ¢euse it is rare. Since
we also run IDF as a metric of its own, we can determine itsrdaution tosu.idf

The hypothesis is that more informative words will be usethwarying frequen-
cies between the four meeting participants, whereas lédsemative words will be
used fairly consistently by all. It is possible that lexieatrainment, the phenomenon
where speakers subtly imitate each other’s word choicesdddme a confounding fac-
tor by making lexical distinctions across speakers lessdéfibut we hypothesize that
there will still be interesting lexical differences betwespeakers. The componeﬁ%
is included for two reason. First, because individuals radlyrhave idiosyncrasies in
their speaking vocabularies, e.g. one meeting participaght use a type of filled
pause not used by the others or otherwise frequently emplayrd that is particular
to their idiolect. And second, a word that is used by multgpeakers but with much
different frequency should be more important than a wordlighapoken by only one
person.

There are several reasons for hypothesizing that use ahafiove words will vary
between meeting participants. One is that meeting paatitgptend to have unique,
specialized roles relevant to the discussion. In the AMpasr these roles are explic-
itly labelled, e.g. “marketing expert.” With a given rolernes a vocabulary associated
with that role, e.g. “budget” and “cost” would be associateth a finance expert and
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Term surp(w) TF(w,s1) TF(w,s2) TF(w,s3) TF(w,s4)
“kinetic” 9.50047550237 0.00177304964539 0.00196335078534 (669365217 0.000476871721507
“charger” 2.4767226489 0.0 0.00065445026178 0.0 0.0

“standard”  9.07984240343  0.00177304964539  0.00130890052356 (7608695652  0.000476871721507

Table 4.1: Overall Surprisal Score and Normalized Term Frequencies for Each Speaker

for 3 Terms

“scroll” and “button” would be associated with an interfadesigner. Second, even
when the roles are not so clearly defined, different pawicip have different areas of
interest and different areas of expertise, and we expetthka vocabularies reflect
these differences.

For ease of reference, we subsequently refer to this firgcépspecific metric as
su.idf

4.1.2.2 The twssd metric

Subsequent to the original work cu.idf (Murray & Renals, 2007), it was deter-
mined that there was a simpler way of conceptualizing thation behind that term-
weighting method, and a more straight-forward term-werghinethod based on that
conceptualization. The underlying question is if we dravermt from a meeting at
random, how confidently can we predict the speaker of that2e©ur hypothesis is
that keywords will be more closely linked with a single spsalkior each tern in

a meeting, if we have calculated the conditional probaédiof the term given each
speaker, it is easy to calculate the probability of eachlsgeagiven the ternt, using
Bayes’ Theorem, estimating the probabilities using thent®trom the data:

p(tIS)p(S)
t = -
S ==
We can then take the maximum of these speaker probabilisiesiascoreSg,

representing our confidence that we can identify the spezkee word at hand.

Sa(t) = mgxp(ﬂt)

Also in our previous work orsu.idf we hypothesized that additional features for
spontaneous spoken dialogues could be relevant for tenghtigg, suggesting that
structural features in particular would be worth pursuifighe intuition here is that
keywords will tend to occur in specific places in the meetipgrhaps correlating to
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topics or to speaker turns, whereas less informative wdrdald occur more evenly
throughout the meeting discussion. We structure the pnolriehe same manner that
we did with the speaker probabilities; we segment the mgetito speaker turns, and
for a given termt calculate the probability of each speaker tirigivent. We again
take the maximum probability as our sc@e.

So(t) = mTaxp(T|t)

Finally, we hypothesize that term co-occurrence stafistéiee relevant to term-
weighting for this data. Certain highly informative wordmesild tend to occur together,
whereas less informative words will have less discernibleccurrence patterns. For
example, “remote” and “control” may often appear togetaemmight “LCD” and “in-
terface.” For each term) we identify its co-occurring terms based simply on the othe
word types that occur in the same dialogue acts as teafter removal of stopwords.
For each co-occurring teritn, we calculate the ratio of the timésndt, co-occur to
the total number of times thgt occurs in the meeting. So if the tetrns “remote” and
to is “control” and out of the 20 times that “control” appearsatoccurs with “remote”
15 times, the score fdp is 0.75. We then take the maximum of all the co-occurring
words’ ratios as our SCoOIeG.

Se(t) = maxp(tlt)

We then combine the three scor®g, Se and Sg by calculating the harmonic
mean of the scores. We hypothesize that exploiting suchnpatin the meeting speech
will be sufficient to carry out term-weighting for summattizen, with no recourse to
either collection frequency or term frequency. The onlyeexal source of information
is the short stopwords list. We also stipulate that a ternuwotg 3 or fewer times in a
meeting receives a score of 0. The reason is that a term thatonly once or twice
will have a very high score according to the first two sub-espsince the probability
of the speaker and the turn will approach 1.

For ease of reference, we subsequently refer to this seqm®tis-specific metric
astwssd for “term-weighting for spontaneous spoken dialogues.”

4.1.3 Experimental Setup

This section briefly overviews all of the term weighting apgeches implemented, the
corpora used, and the protocol for summarization evalnatioaddition taf.idf, su.idf
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andtwssd we also implemendf, ridf andGain for comparison, withdf serving as

a baseline metric. A hybrid approach combining the rankofgéidf andsu.idf was
implement in the hope that the two methods would be complémngmperhaps locat-
ing different types of informative terms. For all collectirequency measures, we use
a collection of documents from the AMI, ICSI, Broadcast Neamsl MICASE cor-
pora. This consists of 200 documents from the domains ofdwast news, scenario
meetings, non-scenario meetings and lectures, which geavibalanced sampling of
diverse speech genres. Each document represents a siciglke Janeeting, or broad-
cast. Each term-weighting method is run on both manual and &&nscripts. All
documents in the collection are stemmed using the Portemséz (Porter, 1997).

For both the AMI and ICSI test set meetings, we also calcuiat®an summa-
rization performance according to the following methodr &ach annotator, we cre-
ate a summary of 700 words length based on ranking their atetbtdialogue acts
from most-linked to least-linked and extracting until teadth limit is reached. These
summaries are then evaluated with weighted precision agtia annotations of the
remaining human judges. This is done for each annotatoritendcores are subse-
guently averaged to give a single human performance rafiagour evaluation, each
term-weighting approach is used to create a brief summagach test set meeting,
and the resulting summaries are then evaluated. In eaclweasem term-scores over
dialogue acts to create scores for the dialogue acts, winictha summary extraction
unit. Dialogue acts are ranked from most informative totl@#fsrmative, and are ex-
tracted until a length of 700 words is reached. These sunesarie then evaluated
using theweighted precisiometric originally introduced by Murray et al. (2006).

4.1.4 AMI Results

This section presents the weighted precision results @Akl corpus test set. On
manual transcripts, the best approach overadlisdf with an average weighted pre-
cision score of 0.66, followed b§ain with an average score of 0.64. The worst ap-
proaches ar#.idf andidf, with both being significantly worse thawl.idf according to
paired t-test (g:0.05). Thetwssdapproach averages 0.62, outperformiiiglf andidf
despite using no term-frequency or collection frequenéyrmation.

On ASR transcriptssu.idf andridf are the top term-weighting methods, each with
an average of 0.67. The worst approaches are afj@ihandidf, each with an average

http://quod.lib.umich.edu/m/micase/
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Meet idf  sidf tw  tfidf com ridf gain H
ES2004a 0.42 0.46 0.55 0.47 0.46 059 0.600.67
ES2004b 0.58 0.61 0.65 055 061 060 0.610.83
ES2004c 0.68 0.59 0.70 0.70 0.68 0.69 0.730.58
ES2004d 0.80 0.80 093 0.89 09 077 0.801.03
ES2014a 0.54 0.67 0.59 0.68 0.67 0.77 0.600.82
ES2014b 0.58 0.86 0.89 0.80 0.78 0.77 0.830.80
ES2014c 0.77 0.79 0.77 071 092 080 0.751.21
ES2014d 0.41 0.53 0.38 0.44 052 046 0.360.63
IS1009a 0.66 0.81 0.69 064 074 073 0.621.16
IS1009b 0.72 0.68 0.54 0.67 0.60 058 0.691.15
IS1009c  0.37 0.55 0.33 036 045 043 0.320.72
1S1009d 0.46 0.79 0.61 0.61 0.79 0.72 0.661.10
TS3003a 0.50 0.53 055 049 057 0.63 0.620.68
TS3003b 0.64 0.75 0.60 0.54 054 0.74 0.740.98
TS3003c 0.66 0.88 0.76 079 0.88 0.81 0.840.94
TS3003d 0.48 0.45 048 046 046 059 0.570.70
TS3007a 0.26 0.39 0.50 0.31 035 049 0.480.86
TS3007b 0.63 0.60 0.57 057 060 061 0.610.65
TS3007¢c 0.75 0.60 0.62 0.57 0.65 050 0.650.92
TS3007d 0.52 0.76 0.73 0.60 0.73 0.62 0.640.86
AVE: 0.57 0.66 0.62 059 065 064 0.64 0.87
Meet jasr sasr twasr tfasr casr rasr gasr H
ES2004a 0.47 0.60 055 0.61 063 066 0.61 -
ES2004b 0.68 0.54 0.63 059 056 0.65 0.60 -
ES2004c 0.67 0.69 0.87 0.71 067 074 0.68 -
ES2004d 0.66 0.75 0.82 0.81 083 074 0.73 -
ES2014a 0.53 0.73 071 0.69 074 084 0.72 -
ES2014b 0.78 0.87 0.80 0.74 0.80 0.74 0.70 -
ES2014c 0.77 0.78 0.82 0.64 0.88 0.76 0.70 -
ES2014d 0.38 0.45 048 045 046 040 0.46 -
IS1009a 0.77 0.94 0.72 0.73 0.78 0.83 0.69 -
IS1009b 0.70 0.67 055 057 065 072 0.59 -
IS1009c 0.32 0.53 0.33 040 0.44 049 047 -
IS1009d 0.57 0.70 0.64 061 067 064 0.64 -
TS3003a 0.49 0.59 0.56 049 060 058 054 -
TS3003b 0.74 0.74 059 059 068 071 0.76 -
TS3003c 0.70 0.89 0.66 0.68 0.82 0.86 0.89 -
TS3003d 0.55 0.54 0.48 051 052 060 0.52 -
TS3007a 0.40 0.51 0.55 045 051 050 0.51 -
TS3007b 0.60 0.54 0.60 051 052 0.70 0.63 -
TS3007c 0.62 0.61 0.57 057 064 058 057 -
TS3007d 0.66 0.71 0.75 0.63 0.64 0.63 0.57 -
AVE: 0.60 0.67 063 060 065 067 063 -

48

Table 4.2: Weighted Precision Results for AMI Test Set Meetings, Manual and ASR

Transcripts

idf=idf on manualjasr=idf on ASR,sidf=su.idf on manualsasi= su.idf on ASR,tw=twssdon manualfwasr=twssdon ASR,

tfidf =tf.idf on manualffasr=tf.idf on ASR,com=combinedsu.idf andtf.idf on manualcasr=combinedsu.idf andtf.idf on

ASR, ridf =ridf on manualyasr=ridf on ASR,gain=Gain on manualgasr=Gain on ASR,H=human performance
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Meet Summ-WER  NonSumm-WER
ES2004a 34.7 49.9
ES2004b 30.9 38.6
ES2004c 27.5 39.0
ES2004d 34.0 46.6
ES2014a 40.5 50.0
ES2014b 32.1 47.1
ES2014c 33.1 47.4
ES2014d 32.6 46.8
1S1009a 32.0 41.0
1S1009b 30.2 36.8
1S1009¢ 38.8 39.6
1S1009d 29.6 38.0
TS3003a 25.2 44.4
TS3003b 22.6 28.5
TS3003c 21.6 33.0
TS3003d 24.2 35.2
TS3007a 30.6 415
TS3007b 22.8 35.3
TS3007c 30.7 40.2
TS3007d 325 41.9
AVERAGE 30.31 41.04

Table 4.3: Word Error Rates for Extracted (Summ-WER) and Non-Extracted Portions
(NonSumm-WER ) of Meetings, using su.idf

of 0.61. Each off.idf andidf are significantly worse than eachi.idf ridf and the
combined approach (alkp0.05).

With the exception oGain, every term-weighting method improves on ASR com-
pared with manual transcripts. Table 4.2 gives results d¢in imanual and ASR.

It is particularly surprising that nearly all of the term-igieting approaches per-
form better on ASR than on manual transcripts. Previousarebe(Valenza et al.,
1999; Murray et al., 2005a) has shown that informative pogiof speech data tend
to have lower word-error rates, but it is nonetheless unebepethat weighted preci-
sion would actuallymproveon errorful ASR transcripts. Thedf andsu.idf metrics
are particularly resilient to the errorful transcripts dristtest set. Table 4.3 shows
the word-error rates for the extracted and non-extracteiiigns of meetings using the
su.idf summarizer. The WER for the extracted portions is more ttftapdints lower
than for the non-extracted portions of meetings, at 30.3&#$us 41.04%. The WER
for the corpus as a whole is around 38.9% for this particuasion of the ASR. It
should be noted that ASR word errors within a given summargatccontribute to a
lower evaluation score, since our evaluation works at tladodue act level; the im-
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pact of the ASR errors is in determining whether or not a djaéoact is chosen for
extraction in the first place.

It is also very encouraging that for several of the AMI testreeetings, the best
automatic summarizers perform equal to or above human npesface for weighted
precision for this length summary. The average human pedaoce across the test set,
however, is still considerably higher than the performarifdde automatic methods.

4.1.5 ICSI Results

This section presents the weighted precision results ®i@$8| corpus test set. On
both manual and ASR transcripts there were fewer differ®betwveen term-weighting
approaches than we find on the AMI test set. On manual traiscithe highest-
scoring term-weighting schemes on average according tghtesd precision ar&ain
andtwssdwith 0.37 each. The worst scoring method overalidis which averages
0.30. The only significant differences between all appreadreidf being signifi-
cantly worse thaGain (p<0.05) andwssd(p<0.1).

On ASR, there are again few differences between all of theocages, but within
the individual weighting schemes there are some intergsifferences between using
manual and ASR transcripts. The highest scoring method erage isridf with a
score of 0.42, followed byf.idf andGain. The worst overall is the combined method
of tf.idf andsu.idf with the only significant result being that this combinedinoel is
significantly worse thandf.

Interestingly,idf performs much better on ASR than on manual transcripts #r th
ICSI corpus. With manual transcripts it is significantly werthan the top two term-
weighting schemes, but increases seven points when appliadR. We also find
that no single weighting scheme performs worse on ASR coedpaith manual; the
precision results either remain the same or improve.

As can be seen in Table 4.4, the weighted precision scoresnriargl are much
lower than on the AMI meetings. However, the human perforeais also much
lower, illustrating low inter-annotator agreement for t&&I corpus. In fact, the auto-
matic summarization methods presented here perfmtteron the ICSI corpus than
on the AMI corpus, by comparison with human gold-standamirearization. The
best automatic methods are near or at the level of human stipatian for this test
set.
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Meet idf  sidf tw tfidf com ridf gain H

Bed004 0.21 0.19 0.27 031 0.19 0.26 0.320.41
Bed009 0.37 0.43 0.35 0.44 042 043 0.420.39
Bed016 0.36 0.33 0.43 0.39 048 048 041042
Bmro05 0.34 041 0.39 0.27 0.36 046 0.410.52
Bmr019 0.17 0.37 0.37 0.29 0.33 0.20 0.330.40
Bro018 0.36 0.33 0.42 032 033 035 0.350.34
AVE: 0.30 0.34 037 034 035 036 037 041
Meet iasr sasr twasr tfasr casr rasr gasr H

Bed004 0.23 0.27 0.27 032 028 026 0.35
Bed009 0.45 0.37 037 044 035 048 0.39
Bed016 0.51 0.44 042 050 044 059 0.45
Bmr005 0.30 0.44 040 041 034 046 041
Bmr019 0.28 0.33 038 037 035 032 0.39
Bro018 0.41 0.33 036 038 036 042 0.35
AVE: 0.36 0.36 037 040 035 042 0.39

Table 4.4: Weighted Precision Results for ICSI Test Set Meetings, Manual and ASR

Transcripts
idf=idf on manualjasr=idf on ASR,sidf=su.idf on manualsasr= su.idf on ASR,tw=twssdon manualfwasr=twssdon ASR,
tfidf =tf.idf on manualffasr=tf.idf on ASR,com=combinedsu.idf andtf.idf on manualcasr=combinedsu.idf andtf.idf on
ASR, ridf =ridf on manualyasr=ridf on ASR,gain=Gain on manualgasr=Gainon ASR,H=human performance

4.1.6 Weighted Recall and F-Score

The results in the sections above are solely weighted poacissults, without recall
or f-score information. The reasons for that are two-folcheTirst is a somewhat
historical reason, as the original formulation of the wegghevaluation was simply
weightedprecisionand the initial term-weighting work of Murray and Renals @Z)
used only that metric. The second and main reason is thatuthenaries are quite
brief and are of equal lengths, and so recall scores acresbdard are very low.
Since the intention is to create very concise and infornreasmmaries and not to
extract every relevant dialogue act, weighted precisiaf rauch higher interest. For
completeness, we present the weighted recall and f-scerages here, with Table 4.5
showing the AMI results and Table 4.6 showing the ICSI ressuh later chapters we
derive weighted f-scores for completeness as well.

Further analysis is provided in Appendix F (page 191), whexg@resent precision
and recall scores for the intersection and union of humésctel dialogue acts.
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idf iasr sidf sasr tw twasr tfidf tfasr com casr ridf rasr gain gasr H

R 016 0.16 0.18 0.18 0.18 0.19 0.18 018 0.18 0.18 0.18 0.18 6 0.D.16 0.35
F 023 024 027 027 0.26 0.27 026 027 027 027 026 0264 0.D.24 0.47

Table 4.5: Weighted Recall and F-Score Averages for AMI Test Set
idf=idf on manualjasr=idf on ASR,sidf=su.idf on manualsasi= su.idf on ASR,tw=twssdon manualfwasr=twssdon ASR,
tfidf =tf.idf on manualtfasr=tf.idf on ASR,com=combinedsu.idf andtf.idf on manualcasr=combinedsu.idf andtf.idf on
ASR, ridf =ridf on manualyasr=ridf on ASR,gain=Gain on manualgasr=Gain on ASR,H=human performance

idf iasr sidf sasr tw twasr tfidf tfasr com casr ridf rasr gain gasr H

R 008 010 0.08 0.09 0.09 0.10 0.10 012 0.09 0.09 0.09 0.11 8 0..09 0.14
F 012 015 013 015 0.14 0.15 015 019 014 015 014 0.17 3 0.D.15 0.20

Table 4.6: Weighted Recall and F-Score Averages for ICSI Test Set
idf=idf on manualjasr=idf on ASR,sidf=su.idf on manualsasr= su.idf on ASR,tw=twssdon manualfwasr=twssdon ASR,
tfidf =tf.idf on manualffasr=tf.idf on ASR,com=combinedsu.idf andtf.idf on manualcasr=combinedsu.idf andtf.idf on
ASR, ridf =ridf on manualyasr=ridf on ASR,gain=Gain on manualgasr=Gain on ASR,H=human performance

4.1.7 Discussion

There are several interesting and surprising results fl@rekperiments above. Per-
haps the most surprising is that some of the metrics, edpyesiaidf andridf, are par-
ticularly resilient to ASR errors, and we find a general trémat weighted precision
actually increases on ASR. On the ICSI corpus, all of the teeighting approaches
stay the same or do slightly better, while on the AMI corpuisradtrics butGain stay
the same or improve. It may be that informative words alsd terbe less confusible
words.

We also found that most of our metrics easily outperformehegplementations
of the classiadf andtf.idf term-weighting schemes, witu.idf twssdandridf con-
sistently performing the best. We found that whsleidf performs better on the AMI
corpus than the ICSI corpus, the reverse is truavimsd This may be due to the fact
thatsu.idf relies mostly on differing word usage between speakerdgwussdincor-
porates other pieces of information such as structural anégo-occurrence informa-
tion. As described above, the AMI meetings are scenario inggewith well-defined
roles such agroject manageiland marketing expertwhilst roles in the ICSI corpus
are much less clearly defined. Because roles are associdtedastain vocabularies
(e.g. the marketing expert being more likely to say “trend*survey” than the oth-
ers), perhaps it would be expected thatidf would perform better on those meetings
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than on meetings where roles are more opaque and the dynaetvesen participants
are more informal.

A possible explanation for why there are fewer differencesrall between term-
weighting approaches on the ICSI corpus versus the AMI ®ipthat the keywords
in the ICSI meetings are simply more easily discerned duédo technical nature.
The ICSI meeting discussions concern speech and languagessing issues in ad-
dition to other computational topics, and words like 'markand 'construal,” which
are frequent in the meetings and very rare in the documelatatian, will be correctly
assigned high scores evenidy andtf.idf. In contrast, AMI meeting keywords tend to
be words like 'remote, 'survey’ and 'price,’ which are ndkiat rare in the document
collection and may incorrectly receive low scores from ghogtrics as a consequence.

One general result is th#tidf is not as sensitive to term importance as the other
metrics, the only exception being the ICSI ASR scores. Itreetelling then that
it is also the only metric that weights a term highly for ogtuy frequently within
the given document. It is perhaps too blunt, favoring a fesngeby scoring them
highly and scoring the others dramatically lower, leadimg severely limited view of
importance within the meeting. A strength sid.idf is that a term need not be very
frequent within a document nor very rare across documerdsder to receive a high
score.

In an attempt to understand why.idf outperformgf.idf on the AMI meetings and
why it performs better on ASR than on manual transcripts,ctireelation between
term rank and term score is examined for both term-weighdctgemes. Figure 4.1
shows the normalized term-weighting scores for an examgletimg TS3003c, with
the x-axis representing term rank in descending order.ntbeaseen that.idf scores
a handful of words very highly and the rest of the words in theeting have sharply
lower scores. In contrast, treel.idf scores arranged by rank exhibit a more gradual
decline. This phenomenon holds across the entire test gethé 20 AMI test set
meetings, the top keyword for each meeting accordinti.if is on average scored
3.88 times higher than the keyword ranked 20th for the san&ingg whereas the top
su.idf keyword is only 2.23 times higher than the 20th on average.

On ASR, this phenomenon is even more pronounced. As can beirséégure
4.2,su.idf scores an even greater number of words highly, while theremlly a small
handful of high-scoringf.idf keywords. It seems that.idf causes a few terms to
dominate the others, whikeu.idf performs smoother scoring. A possible explanation
for the steepetf.idf score/rank curves exemplified in Figures 4.1 and 4.2 is tloatlw
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Figure 4.2: Term Rank Plotted Against Term Score, ASR Transcripts

frequency generally behaves according to zi distribution (Zipf, 1935), so that
the n-most frequent word occurs approximat#lymes as often as the most frequent
word. Because term-frequency decreases rapidly as rankatess, andf.idf has a
term-frequency component, perhaps it’s not surprisingdtiaw terms that occur most
often score much higher than the rest of the terms. On thigpkar meetingsu.idffar
outscoredf.idf according to weighted precision, on both ASR and manuastiépts.
Taking this analysis into account, the reason whylf scores lower as far as
weighted precision may be that because the weighting scfeames words that occur
many times in a document, there is less certainty attith dialogue acts to extract.
If the top-scoring term occurs 30 times in a meeting, it's adetar which dialogue
acts featuring that term should be extracted. As noted iticsed.1.1, metrics that
favor mid-frequency terms have a history of performing weafidsu.idf favors mid-
frequency terms generally. Additionally, there are simplyrehigh-scoring words, so
that a meeting is not dominated by only 2 or 3 high-scorinmgerusing a weighting



Chapter 4. Keywords and Cuewords 55

scheme such as this implementationtfofif may increase summary redundancy by
extracting many dialogue acts containing the same smatif$egh-scoring words.

To more closely inspect the differences in how each ternglateig scheme ranks
words, a second evaluation for the same sample meetingisedevierms are ranked
from highest to lowest; beginning with the highest-scotieign and proceeding until
the hundredth highest-scoring term, all dialogue actsigtiolg that term are extracted
and precision/recall/f-score are calculated. Then eaalogiie act containing the first
or second terms are extracted, and precision/recallfiesae again calculated. This
continues down the top 100 list of terms, with precisiordtéicscore calculated at
each step.

Figure 4.3 shows precision, recall and f-score for rankédf scores on meeting
TS3003c, while Figure 4.4 shows the same measures for rakiet scores. Unsur-
prisingly, thetf.idf recall scores initially rise more sharply - because the im&vors
terms that occur often in a meeting, more dialogue acts draa&d at first. However,
tf.idf suffers in terms of precision comparedsio.idf

To give an example of the effect tfidf on actual summarization output, we again
consider meeting TS3003c. In this meeting, the top termsrdowy totf.idf are “re-
mote,” “button,” “docking,” “subtitle,” “and trend-watdhg.” These five words score
so highly compared with all other terms in the meeting thatrgwsingle dialogue act
selected contains one of the five words. These results intelégl of redundancy, as
evidenced by this excerpt:

Speaker D:Uh the remote control and the docking station should uh blend
in in the in the room.

Speaker D: Um well the trend-watchers | consulted advised that it b
should be, the remote control and the docking station sHueitélephone-
shaped.

Speaker D:So you could imagine that uh the remote control will be stand-
ing up straight in the docking station.

Speaker D: So they would prefer uh a design where the remote control
just lies flat in the docking station.

Taking all of these findings together, it seems thaidf succeeds by not neces-
sarily favoring frequent words in a meeting, by not scoringad with a low weight
simply because it is fairly common in other documents, antidyng a smooth scor-
ing curve rather than the steep drop-off in scores found Wiithf. The metrictf.idf
tends to have a very small handful of words dominate, thesikying the extraction
process to favor a handful of similar dialogue acts. The imé&lf alone performed
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Figure 4.4: Precision/Recall/F-Score, SUIDF, top 100 keywords

worst of all, illustrating that a term being rare across doeuts is by itself not neces-
sarily indicative of its informativeness for summarizatjpurposes.

4.1.8 Term-Weighting Conclusion

We have presented an evaluation of term-weighting metacspontaneous, multi-
party spoken dialogues. Four of the metriici, tf.idf, ridf andGain, were imported
from text IR to test for suitability with our data. Two novgbaroaches calledu.idf
and twssdwere implemented, the former relying on the differing paiseof word
usage among meeting participants, with the latter alsaudhieyy structural and co-
occurrence information. Both were found to perform very petitively, with su.idf
scoring very highly on the AMI data ant@vssdscoring highly on the ICSI data. The
other major findings are that all the term-weighting techeggjinvestigated are fairly
robust to ASR errors, and that it is easy to outperform thedsted implementations of
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idf andtf.idf baselines on this type of data.

4.2 Cue Words for Summarization

This section examines how cuewords can be used for sumrianizaurposes, and
how summarization using only cueword information compaoethe summarization
results described in the previous section.

Cuewords are words that signal informativeness or areastefest but are not
specific to the topic being discussed, unlike keywords. kangle, words such as
“important” or “decide.” Since these words are relativebnamon across documents,
they will normally not be rated highly by a term-weightindhetne such as those de-
scribed and implemented in section 4.1. The hypothesisasttiey are a valuable
source of information for summarization and that using dedyword detection and
not cueword detection causes us to miss important dialogise a

As mentioned in the introduction, one of the interestingifigd in the seminal
work of Edmundson (1969) is that cuewords are often as godaktier than key-
words for the purpose of automatic summarization. Thisiege&xamines what level
of summarization performance we can attain if we asky cuewords and none of the
term-weighting schemes described in section 4.1. If we camtain comparatively
high precision results without using term-weighting nestrand instead focusing on
the presence of certain trigger words, this will be very usehen conducting online
or real-time summarization; in such scenarios, full spaeclgnition output may be
either unavailable or very degraded, in which case we céimaulimited cueword spot-
ting in place of full recognition. Such online meeting arsadyis the central focus of
the AMIDA project and online keyword and cueword spotting are essential thdur
analyses.

4.2.1 Determining Cuewords

We are interested in which terms are likely to signal infatiweadialogue acts, and so
we conduct a corpus analysis of term-frequencies betwemse ttialogue acts labelled
as “extractive” and those labelled as “non-extractivehie training data. To begin,
a list of around 200 potential cuewords is constructed, amag of terms that would

be expected to signal informative dialogue acts in a meeatmgronment, based on

2http://www.amiproject.org
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introspection. These are terms that are not specific to thesgkhario, so words such
as “remote” are excluded. Examples of words on the origistéte “important,” “de-
cide”, “discuss” and “group” - words that merit inclusiondesl on general intuitions
about meeting dialogue and which are not specific to indaficneetings. For each
word on this initial list, we then compare its normalizedgwency in extract portions
of meetings to its normalized frequency in non-extractedigas of meetings in the
training data, and score each term thusly,

TF(t,))/TFE(t,k)

whereTF(t, j) is the number of times that tertmoccurs in the extracts normalized
by the total number of tokens in the extracts, dnd, k) is the number of times that
termt occurs in the non-extracts normalized by the total numbéolans in the non-
extracts. We discard any terms on the original list that daoeour at least 50 times in
the training data, so as not to be thrown off by small samplessi

Ranking the words in the list according to this ratio, we tkeap the top 70 words
and discard the remainder. This was done for both the AMI & data, on both
manual and ASR transcripts, for a total of four unique cuéni@ts. The cutoff of
the top 70 words was chosen because the trend seemed to bieethatio reached 1
between the 80th and 90th positions of the list, where thex® wo longer any differ-
ences between extract and non-extract frequencies ofrecw for the remainder of
the items on the list.

Appendix B (page 179) lists the four cuewords lists in thaitirety. We include
here the top 10 cuewords for each of the four lists in Table Mate that these words
represent stems, and so, for example, “expect” will matotpéet”, “expectation”,
“expected”, etc.

We restrict ourselves to unigram cues here, but one coulgpacegm-gram occur-
rences between extracts and non-extracts at higher value&alley, 2006).

4.2.2 Cueword-Based Summarization

Summarization proceeds as before, now with each sentenoedslby summing over
its constituent cueword scores. If a term does not exist errélevant cuewords list,
its score is simply zero. We then rank the sentences andcextia best sentence in
turn until we reach our desired length - in this case, 700 wiord
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Rank AMI-MAN  AMI-ASR ICSI-MAN ICSI-ASR

1 expect expect focus focus
2 found component fairly soon

3 component found area fairly

4 project fairly group apparent

5 focus agenda project study
6 group focus report report

7 research project soon group
8 meet group decision project

9 final research topic finish
10 agenda team summarize response

Table 4.7: Top 10 Cuewords, AMI and ICSI, Manual and ASR

4.2.3 Results

Table 4.8 gives the weighted precision scores for the AMIdescueword-based sum-
maries. The average weighted precision score for this ndedpplied to manual tran-
scripts is 0.55 while the average weighted precision samrd$R transcripts is 0.53.
In contrast, the weighted precision results fiadf reported above were 0.60 for both
transcript types. So we find that while the cueword approags ot perform as well
as the keyword-based approaches of section 4.1, its scae®adramatically lower
despite using a very small vocabulary of cuewords and no &aywnformation for
the documents to be summarized. While it is clearly advastdag to use keyword
information, it is not strictly necessary for generatinggdajuality summaries, and in
situations where full speech recognition is not availalieited cueword spotting us-
ing these lists of terms would suffice for indicating areakigh informativeness in the
meeting.

It also seems to be the case that keyword summaries and aliswmmaries are
complementary in some respects. There are several meetingsich the keyword
approaches do not score highly and the cueword approacmssdewably better, e.qg.
IS1009b and 1S1009c. On those two meetings in particularctiewords comprise
a higher-than-average percentage of the total word tokertsel meeting, at about
10% in each meeting. This may explain the high quality of thewword summaries
on those meetings. In contrast, the cueword summary for F&33 substantially
lower than the keyword summaries for the same meeting, aduéword form only
around 7% of tokens in that meeting. These findings suggasttharger cuewords
list could substantially increase summarization perforceg as we are liable to find,
when using a vocabulary of only 70 items, that some meetinljsimply not contain
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Meet CUE-Man CUE-ASR

ES2004a 0.44 0.46
ES2004b 0.49 0.53
ES2004c 0.62 0.57
ES2004d 0.7 0.65
ES2014a 0.52 0.43
ES2014b 0.39 0.39
ES2014c 0.6 0.56
ES2014d 0.3 0.34
IS1009a 0.65 0.66
1IS1009b 1.01 0.91
1S1009¢c 0.4 0.37
1S1009d 0.5 0.58
TS3003a 0.42 0.32
TS3003b 0.78 0.68
TS3003c 0.67 0.58
TS3003d 0.37 0.31
TS3007a 0.47 0.49
TS3007b 0.5 0.56
TS3007c 0.47 0.47
TS3007d 0.73 0.65
AVERAGE 0.55 0.53

Table 4.8: AMI Corpus, Weighted Precision Scores on Manual and ASR Transcripts

many of those cues. For meetings that do contain a fair numibérese cuewords,
summarization performance is credible.

Itis also encouraging that this approach, like the keywpmteaches, is resilient to
the ASR errors in the transcript. Its average on ASR is otdjhdly lower, and in many
cases a given meeting summary is higher on ASR than on maramaictipts. This
is somewhat surprising — while it is well-known that sumrars are often resilient
to ASR errors (Valenza et al., 1999; Murray et al., 200528, Itttk of degradation
is often attributed to keywords being less confusible wordsywords tended to be
longer and more technical, which is not the case with manyhefduewords used
here. Nonetheless performance on ASR is robust. The WER&AMI cuewords
summaries is 29.8%, which is even slightly lower than forAiMd su.idf summaries.

Table 4.9 gives the weighted precision results on the IC8uws The averages
on manual and ASR transcripts are both 0.30, comparedtfudh scores of 0.39 and
0.40 respectively from section 4.1. The gap between keywardcueword scores is
larger than with the AMI corpus scores, but the results nogless contain encour-
aging findings: that using only cuewords we can generate summof acceptable
quality, and that this cuewords technique is resilient térA8rors. A likely reason for
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Meet CUE-Man CUE-ASR
Bed004 0.22 0.23
Bed009 0.38 0.34
Bed016 0.40 0.41
Bmr005 0.27 0.28
Bmr019 0.23 0.23
Bro018 0.32 0.27
AVERAGE 0.30 0.30

Table 4.9: ICSI Corpus, Weighted Precision Scores on Manual and ASR Transcripts

the cuewords approach performing better on the AMI data thariCSI data is that
the cueword density varies substantially between the twpara. For the AMI data,
the cuewords represent about 9% of all tokens in the testsetings, whereas in the
ICSI data the cuewords represent only 5.5% of tokens in steset meetings. Appar-
ently because the ICSI meetings are generally less stadcthan the AMI meetings,
they have fewer structural cues such as discourse marketea@rcuewords. This dif-
ference between cuewords-based summarization on AMI ¢é@Sl data again illus-
trates that a larger cuewords vocabulary would likely inseeperformance in general.

4.2.3.1 Weighted Recall and F-Score

While the precision results for the cuewords summaries el@\bthe precision scores

for the keyword summaries described earlier, the weighaedllscores are comparable
and thus the weighted f-scores are only slightly lower. RerAMI corpus test set, the

weighted recall and f-score with manual transcripts aré arid 0.25, respectively, and
for ASR transcripts they are 0.16 and 0.23. For the ICSI cotpst set, the weighted

recall and f-score with both manual and ASR transcripts &8 nd 0.13 .

4.2.4 Cuewords Conclusion

This section has presented the findings of an experimerdatidg that summarization
using cueword detection can approach levels of summasizatsing term-weighting
keyword detection. This finding is particularly relevant $ttuations where full speech
recognition is unavailable and one must rely instead on keghspotting. Our lists of
informative cuewords can be used in such scenarios.

Although the weighted precision results are lower than sanmation using key-
word weights, these cueword summaries are generated basedesy small vocabu-
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lary of cuewords consisting of only 70 word stems. Expandimg list could presum-
ably increase summarization precision.

Chapter 7 (page 126) further investigates the use of cueyfwdusing on a par-
ticular type of cueword and incorporating that cueword infation into a machine-
learning framework. That chapter also detects cuewords fite training data in a
fully automatic fashion, rather than beginning with a mdlyaaritten list of hypothe-
sized cuewords that we subsequently refine.

4.3 Conclusion

This chapter has detailed experiments on term-weightidgcaeword detection. Sec-
tion 4.1 surveyed several term-weighting approaches aatli@ed their usefulness
on spontaneous speech data such as the AMI and ICSI corpbigsdction also in-
troduced two novel term-weighting metrics for multi-pasgyontaneous speech called
su.idf andtwssd and found them to be competitive with the state-of-the-art

Section 4.2 looked at the usefulness of cuewords for sunzatson, either as a
supplement to keyword information or a replacement whenllaAf8R transcript is
not immediately available. The finding was that cuewords@lare sufficient for the
creation of good-quality summaries and that cuewords nastlaoe resilient to ASR
errors. Summaries created based on cueword detection camther revised when
full transcripts are available.

In subsequent chapters, both keywords and cuewords airedtds features in a
machine-learning framework.



Chapter 5
Extractive Summarization

In this chapter we examine the issue of extractive summntssizand specifically in-
vestigate the most useful features for automatic extractleor each meeting in the
AMI and ICSI test sets, we aim to detect the most informateed dialogue acts
to extract in order to create a compression of the meetingvalsade. This chapter
builds on Chapter 4 (page 38) regarding term-weightingeas-eights are a useful
feature for automatic summarization. However, this redeams to determine which
additional features, particularly speech-specific feegpare valuable for the extraction
task, and whether approaches that use a variety of multiahfedtures can outperform
solely text-based approaches.

5.1 Extractive Summarization Overview

As mentioned in the introduction, our summarization pagadis that ofextractive
summarization. Given a source document consisting of an #&®Rcript and features
derived from the speech signal, we want to detect which digaacts in the meeting
are the most informative. The hypothesis here is that thienaptesults will be found
by using a combination of lexical, prosodic, structural apdaker-based features,
rather than treating the problem as merely text summaoiza&in noisy input data.

In the first section, we look at unsupervised approachestbaither taken directly
from research in text summarization or are inspired by jeviext summarization re-
search. These methods are applied to the meeting trarssdiigst usingtf.idf and
subsequently usingu.idf as a comparison. This aims to establish how well unsuper-
vised approaches can perform compared with machine-tegapproaches incorpo-
rated many additional features, as well as compdfiidf andsu.idfin more advanced
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summarization systems than the simple system describedapt€r 4.

In the second section we describe the machine-learning@appito the summariza-
tion task, describing the logistic regression classifier #ue features used. We present
results based on weighted precision, recall and f-scoreamgare these results to the
unsupervised methods. We also present an in-depth anafytsis individual features
used and the classification performance of various featursess.

The summaries generated are 700 words in length. Becausearigation perfor-
mance can be linked to summary length, we also evaluate tnarcéive classifiers ac-
cording to the receiver operator characteristic, whichsuess the true-positive/false-
positive ratio of the test data, generalizing away from gipesterior probability thresh-
olds and particular summary lengths. This latter evalmasdhe most comprehensive,
as we derive ROC curves for various feature subsets in ooddetermine the most
useful characteristics of the data for summarization psepo

5.2 Importing Text Summarization Approaches

This section describes several text summarization appesaihat were implemented
for these experiments. The approaches are either well4krmvare based on well-
known principles within text summarization.

5.2.1 Maximal Marginal Relevance

Maximal Marginal Relevance (MMR) (Carbonell & GoldsteinQ9B) is based on
the vector-space model of text retrieval, and is well-suitequery-based and multi-
document summarization. In MMR, sentences are chosendingoto a weighted
combination of their relevance to a query (or for generic suames, their general rele-
vance) and their redundancy with the sentences that haedgibeen extracted. Both
relevance and redundancy are measured using cosine giynildre usual MMR score
Saumr(i)for a given sentenc§ in the document is given by

Samr(i) = M(cogS,)) — (1-A)_max (cos§,§))),

|

whereq is the query vectorsummis the set of sentences already extracted, &and
trades off between relevance and redundancy. The tesis the cosine similarity
between two documents. For these experiments, we use tleeag@mformativeness
of a sentence as determined by the sum of its term-scoré®r rédtan the similarity
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cog S, q) of the sentence to an average document vector. For redundemtake the
maximum cosine of the candidate sentence and each alresdyted sentence.

In our previous implementation of MMR (Murray et al., 2005#e weightA was
annealed, so that relevance was emphasized when the sumasustill short, and
as the summary grew longer the emphasis was increasinglynpuiinimizing redun-
dancy. For the first third of the summany;= 0.7, for the second third = 0.5, and for
the final third of the summary = 0.3. In this implementation, we simply sktat 0.7,
as further experimentation is needed to prove the usefsilmi@sannealing.

5.2.2 Latent Semantic Analysis

Latent Semantic Analysis (LSA) is a vector space approadhiwhvolves projection

of the term-document matrix to a reduced dimension reptaten. It was originally
applied to text retrieval (Deerwester et al., 1990), and siase been applied to a
variety of other areas, including text summarization (G&nigiu, 2001; Steinberger

& Jezek, 2004). LSA is based on the singular value decortipngiSVD) of anm x n
term-document matriR, whose element4;j represent the weighted term frequency of
termi in documentj, where the document is a sentence. In SVD, the term-document
matrix is decomposed as follows:

A=USVT

whereU is anm x n matrix of left-singular vectors$is ann x n diagonal matrix of
singular values, an¥ is then x n matrix of right-singular vectors. The rows 9ff
can be interpreted as defining topics, with the columns sgmting sentences from the
document. Following Gong and Liu (2001), summarizatiorcpeas by choosing, for
each row invVT, the sentence with the highest value. This process corstinngl the
desired summary length is reached.

Steinberger and Jezek (2004) have offered two strongisritis of the Gong and
Liu approach. Firstly, the method described above ties itmexsionality reduction to
the desired summary length. Secondly, a sentence may sigbig but never “win”
in any dimension, and thus will not be extracted despitegaigood candidate for
extraction.

We addresses the same concerns as Steinberger and Jeitektifollowing the
Gong and Liu approach. Rather than extracting the bestrsemter each topic, the
best sentences are extracted, witletermined by the corresponding singular values
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from matrixS. Thus, dimensionality reduction is no longer tied to sumnhangth and
more than one sentence per topic can be chosen. For eachtb@meimber of words to
extract from that topic is equal to the ratio of the assodiatguared singular value and
the sum of all squared singular values. For example, if tls&relé summary length is
1000 words, the square of its associated singular valueandéhe sum of all squared
singular values is 32, then 500 words are drawn from the figgtt The motivation
for this is that the more important a topic is, the more it dtidae represented in the
ultimate summary. Furthermore, the number of dimensiomsamed from the data
rather than explicitly supplied as with the Steinberger deitbk method.

For these experiments we implement both the SteinbergeiJaethod and the
novel approach described above.

5.2.3 Centroid Approaches

The third unsupervised method is a textual approach incatimg LSA into a centroid-
based system (Radev et al., 2000, 2001). The centroid iswmps#gocument repre-
senting the important aspects of the document as a wholbeiwork of Radev et al.
(2000), this pseudo-document consists of keywords andriadifiedtf.idf scores. In
the present research, we take a different approach to cetisty the centroid and to
representing sentences in the document. Ritgtf scores are calculated for all words
in the meeting. Using these scores, we find the top twenty &eysvand choose these
as the basis for our centroid. We then perform LSA on a vegelaorpus comprised
of a concatenation of multiple speech corpora: the ICSI, ABtbadcast News, and
MICASE corpora, supplemented by the much larger Acquainisagire corpus. We
perform LSA on the data using the Infomap tb@Widdows et al., 2003). Infomap
operates by performing latent semantic analysis on a |lame ¢o-occurrence matrix,
allowing us to derive underlying term similarities. Infomarovides a query language
with which we can retrieve word vectors for our twenty keydsrand the centroid is
thus represented as the average of its constituent keyvemtong (Foltz et al., 1998)
(Hachey et al., 2005).

Dialogue acts from the meetings are represented in muchatie gashion. For
each dialogue act, the vectors of its constituent wordsetreeved, and the dialogue
act as a whole is the average of its word vectors. In previapsraments (Murray
et al., 2006) using this LSA centroid representation, etitva proceeded simply by

Lhttp://infomap.stanford.edu
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measuring the cosine between the dialogue act vectors argihry vector. However,
the centroid approach did not fare as well as other unsugetvnethods in that set of
experiments, and the extraction process is supplementegt iourrent work. It was

hypothesized that relying solely on the LSA sentence remtasions for gauging sim-
ilarity to the centroid may have caused dialogue acts to Ibeaebed that were only

vaguely related to the actual content of the centroid. Thaerms in a candidate dia-
logue may have had an underlying similarity to terms in thergulespite the candidate
dialogue act not being particularly informative. In an atf# to increase precision, we
have therefore included two informativeness measurescehtoid similarity as cal-

culated before, and a general informativeness score basttsum of dialogue act
term-scores.

Extraction then proceeds along the same lines as MMR, desteabove, with the
harmonic mean of the two informativeness metrics as a sinfifemativeness score,
penalized by a redundancy metric that is the maximum cogitree@andidate sentence
and all of the extracted sentences, using the LSA sentemnterse

5.3 Speech-Specific Summarization Approaches

In this section we present summarization systems that gxleariety of speech-
specific characteristics, in contrast to the systems desitiin the previous section,
which are entirely text-based.

5.3.1 Augmenting Text Summarization Approaches with SU.ID  F

For each of the summarization approaches described ino&est?, which are im-
ported from the field of text summarization, we run the systemith both su.idf
andtf.idf as a further comparison of the term-weighting approachasrjporated into
commonly-used summarizers. The hypothesis is that thaaidan techniques them-
selves are transferable between domains but can be impbyverbdifying the term-
weight inputs to reflect the speech data. The summarizayisterss presented in this
chapter are more advanced than the relatively simple suizatian method described
previously in Chapter 4.
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5.3.2 Feature-Based Approaches

As described in detail in Chapter 3 Section 3.5.2 (page 8#&)classifier used for the
following experiments is théblinear logistic regression classifiér.

This section introduces the features that are used for tlohimalearning experi-
ments and motivates their inclusion in the feature database

The first class of features is prosodic features, or featusesg to do with supra-
segmental characteristics of the speech signal. We takeextdnodeling” approach
to prosody (Shriberg & Stolcke, 2004), deriving prosodiatfees directly from the
signal rather than utilizing intermediate prosodic antiotaschemes such as ToBI
(Silverman et al., 1992) or RAP (Dilley et al., 2006). There awo energy features,
mean energy and maximum energy. Both are normalized by spaal by meeting, so
as to cancel out effects of speaker variety and microphamerpity. The mean energy
is the average energy level for the dialogue act, while theimmam energy feature is
the maximum energy level for that dialogue act. Both of tHea&ure are motivated by
the observation that speakers tend to raise their voicesmmstof intensity when they
are engaged in heated discussion or emphasizing a partpnila they believe to be
salient.

Three FO features are included in the features databasen R@ganax FO and FO
standard deviation. For all FO features, we discard therd@and upper 5th percentiles
of FO values for each speaker in each meeting, so as to excases of pitch doubling
or segments where the pitch tracker drops out. The mean R &/erage FO value for
the dialogue act, the maximum FO is the highest FO value iditlegue act, and the
FO standard deviation is a measure of the spread of the dialagt’s FO values from
the dialogue act mean. The perceptual correlate of FO ik,patied increases in pitch
can often correlate with stress. Furthermore, a meetingcpant speaking with an
expressive pitch contour might be signalling increasecagament compared with a
flat, monotone pronunciation. Of course, there are manpfa¢hat affect a speaker’s
pitch, such as emotion and syntactic structure, and thesar$amay outweigh or con-
found any pitch correlates of informativeness.

Other prosodic features relate to duration and pauses. Uita¢iah of the dialogue
act in seconds is included because a longer dialogue actikely contains more in-
formation than a short dialogue act. The length in numberaf is also included,
due to the fact that a dialogue act might be very long in terftisnee duration but with

2http://www.csie.ntu.edu.tw/ cjlin/liblinear/
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few informative words. A final duration feature is that of nt@rrupted length, mean-
ing the length in seconds of the portion of each dialogue aicoverlapped by another
dialogue act. This feature is included because it can sayeals of high multi-speaker
interaction on the one hand, wherein participants speabpwofone another and in-
terrupt each other, and areas where the current speakdydie&ds the floor without
interruption. The duration features here are very depdratedialogue act segmenta-
tion, although it’'s of course possible to use extractiortsuaf varying granularity. In
Chapter 8 Section 8.3 (page 165) we explore the use of spspkés as opposed to
dialogue acts.

Two pause features are included, precedent pause and sebspquse. Both are
based on the idea of ordering the meeting dialogue acts rmoitally according to
start time. A dialogue act’s precedent pause is then therdifice between its start time
and the end time of the preceding dialogue act. This valudleefore be negative,
signalling dialogue act overlap. Similarly, subsequentggais the difference between
the start time of the subsequent dialogue act and the enceafuiient dialogue act,
a value that can also be negative. These features cleapydeidicate areas of high
interaction by signalling overlap, as well as indicatingdgauses that may be due to
a speaker gathering their thoughts in order to say something

The final prosodic feature is a rough estimate of rate-oéspgewhich is simply
the number of words in the dialogue act divided by the duradibthe dialogue act in
seconds. A meeting participant speaking very rapidly miggitate that the speaker is
engaged and conveying a large amount of information, artdhbaparticular section
of the meeting might be a region of high information densityere are other possible
ways to measure rate-of-speech, many of them based onlsgllabon voiced versus
unvoiced frames, but here we choose an intuitive methodslatick to derive.

The features database includes two structural featuresfifBhis the dialogue act’s
position in the meeting, with O representing the beginnifiihe meeting and 1 repre-
senting the end of the meeting. This feature is somewhat ohegpeecific, as it would
be expected that the beginnings and ends of meetings wouérhany information-
rich utterances due to the meeting leader introducing thiesdo be discussed at the
beginning or summarizing what was discussed at the end.

The second structural feature is the dialogue act’'s positiche speaker’s turn.
For example, a speaker might speak four dialogue acts in ainowhich case the
position of a given dialogue act among those four might baiBgant. Perhaps the
speaker is building to a point; or conversely, expandinghaninitial point. A further
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motivation for including structural features in the datsdas that structural features
on textual data are used with great success (Edmundson) 1969 example, the
position of a sentence within an article and within a parplgra and we similarly
hope to exploit structural characteristics of a speechrcec®f course, speech data
inherently has less structure than text and so there are fwetural characteristics
to exploit in comparison. Further meeting structure couddgibly be exploited, such
as using automatic topic segmentation output (Hirschbelga&atani, 1998; Hsueh
& Moore, 2006), but in this research we concentrate on moséyederived meeting
structure.

The next class of features is related to speaker status,heseé features aim to
measure how dominant a given speaker is in a meeting. Theudithtfeature is speaker
dominance according to number of dialogue acts spokenifgadly, what percentage
of total dialogue acts in the meeting does the speaker ofitlea glialogue act account
for? The second feature is similar but measures the domgnargpeaking time rather
than number of dialogue acts: what percentage of total mgepeaking time does the
speaker of the given dialogue act account for? These domérfaatures are somewhat
domain-specific, and are included based on the intuitiohdhgerson who is more
dominant in a meeting is a person of higher status in the mgegioup, e.g. the
project manager, and that such a person is more likely to kit -level informative
utterances relating to the topics and agenda of a meetirgdh &apeaker is also more
likely to summarize topics and the meeting as a whole. It khioel noted that these are
not features of the individual dialogue acts, but rathetuiess of the speakers of the
dialogue acts. The idea of dominance here is also fairlytéidhias it relates purely to
social dominance and floor-holding; these features do ot porate ideas of specific
participant roles, a speaker’s influence on other spea&edeference to a particular
individual, to give a few examples. It is also possible thafiveen speaker may be
dominant on a particular issue or topic but not in the meedimg whole.

The final class of features in this database is lexical featof informativeness.
The two features of this class dfedf andsu.idf described in detail in Chapter 4 (page
38). These features are included because it is presumeiththiahative dialogue acts
will tend to contain words with high term-weighting scorasd that the two weighting
methods may be complementary. Term-weight features inrgkage also motivated
by having been used with success in previous summarizatosh @n both text and
speech. Each feature represents the sum of term scores #uoeagven dialogue act.

To summarize the feature database overall, we have incligdédres of prosody,
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Feature ID Description
ENMN mean energy
FOMN mean FO
ENMX max energy
FOMX max FO
FOSD FO stdev.
MPOS meeting position
TPOS turn position
DDUR d. act duration
PPAU precedent pause
SPAU subsequent pause
UINT uninterrupted length
WCNT number of words
DOMD dominance (d. acts)
DOMT dominance (seconds)
ROS rate of speech
Sul su.idf sum
TFI tf.idf sum

Table 5.1: Features Key

meeting structure, speaker status, and lexical inforraatigs. They have been mo-
tivated by success in previous research, linguistic irtségid intuitions on meeting

dynamics and structure. With the exceptiontioidf and word-count, every feature
captures a characteristic of the data that is specific tockpeata. Table 5.1 summa-
rizes the features used.

5.4 Evaluation Protocols

The work in this section relies entirely on weighted premgiecall/f-score for eval-
uation. However, Chapter 6 (page 93) describes a large-sg#linsic evaluation for
a variety of summary types, and Chapters 7 (page 126) andge (p48) incorporate
ROUGE as an evaluation metric for specialized purposes.

5.5 Results - Imported Unsupervised Methods

Section 5.2 (page 64) described five unsupervised sumrmianzaethods that were

applied to our speech data, usisg.idf andtf.idf as term-vector weights, as well as
running on both manual and ASR transcripts. The followingises report the results

on both AMI and ICSI meeting data.
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5.5.1 AMI Results

For all of the unsupervised methods applied to the AMI tesadidne LSA centroid
method is superior on both manual and automatic transonpen using thef.idf
term-weighting scheme. The average f-score is 0.26 for mldranscripts and 0.27 for
automatic transcripts (the f-scores seem somewhat lowlsecacall is very low due to
the short summary length). The average for MMR, the Stegdéyéiezek approach and
the novel SVD approach are 0.20, 0.20 and 0.18 for manuaddrguts respectively,
and 0.19, 0.19 and 0.18 respectively when applied to ASR.LB#ecentroid method
is the only unsupervised method ftiridf that shows slight improvement on ASR,
though the other approaches do not show marked degrad&mrboth manual and
ASR, the LSA centroid method is significantly better thanheaf.the other methods
according to paired t-test (alk.05). Table 5.2 shows the weighted f-scores for each
meeting on both manual and ASR transcripts.

When usingsu.idf as the term-weighting scheme, the unsupervised approathes
general show significant improvement in terms of weightsddres compared with
tf.idf. On manual transcripts, MMR improves from 0.20 to 0.25, ttearfberger/Jezek
approach improves from 0.20 to 0.29 and the novel SVD appraaproves from
0.18 t0 0.27. The LSA Centroid method on manual transcriptse same using both
su.idf andtf.idf. The Steinberger/Jezek is significantly better than MMR e LSA
Centroid approaches according to paired t-testQ®5) and significantly better than
the novel LSA approach 0.10). Table 5.3 shows the weighted f-score results for
each meeting.

On ASR transcripts usirgu.idf the LSA centroid method and the Steinberger/Jezek
method are slightly superior. The LSA centroid method agaiproves slightly on
ASR transcripts as compared with manual transcripts, withveerage f-score of 0.28.

It is significantly better than MMR according to paired tttgs<0.05).

5.5.2 ICSI Results

On the ICSI data using.idf as the term-weighting scheme, the LSA centroid method is
significantly better than the other approaches (al0®5), with an average weighted
f-score of 0.13. All of the summarization methods show glighprovement when
applied to ASR, with the LSA centroid method again perforgrinest, with an average
weighted f-score of 0.15. The centroid method is still digantly better than the
Steinberger/Jezek method and the novel LSA approach (Bd@t05). Table 5.4 shows
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Meet MMR CENTR LSA-SJ LSA-Murr

ES2004a 0.32 0.44 0.26 0.28
ES2004b 0.17 0.17 0.13 0.16
ES2004c 0.14 0.25 0.09 0.13
ES2004d 0.14 0.25 0.16 0.12
ES2014a 0.29 0.49 0.31 0.26
ES2014b 0.17 0.21 0.17 0.18
ES2014c 0.13 0.23 0.12 0.14
ES2014d 0.06 0.21 0.14 0.11
IS1009a 0.39 0.49 0.30 0.30
1S1009b 0.21 0.18 0.25 0.20
1S1009¢c 0.26 0.21 0.23 0.17
1S1009d 0.12 0.33 0.20 0.16
TS3003a 0.29 0.32 0.28 0.23
TS3003b 0.17 0.18 0.21 0.18
TS3003c 0.22 0.24 0.21 0.15
TS3003d 0.22 0.23 0.22 0.22
TS3007a 0.26 0.25 0.27 0.25
TS3007b 0.13 0.17 0.16 0.15
TS3007c 0.15 0.17 0.16 0.18
TS3007d 0.14 0.20 0.15 0.13
AVERAGE 0.20 0.26 0.20 0.18
ES2004a-ASR 0.27 0.41 0.24 0.23
ES2004b-ASR 0.17 0.22 0.12 0.15
ES2004c-ASR 0.18 0.21 0.15 0.14
ES2004d-ASR 0.17 0.27 0.21 0.22
ES2014a-ASR 0.32 0.53 0.35 0.33
ES2014b-ASR 0.13 0.23 0.13 0.13
ES2014c-ASR 0.14 0.26 0.13 0.14
ES2014d-ASR 0.04 0.19 0.10 0.08
IS1009a-ASR 0.31 0.47 0.33 0.29
IS1009b-ASR 0.17 0.18 0.20 0.19
IS1009c-ASR 0.19 0.23 0.15 0.14
IS1009d-ASR 0.15 0.30 0.16 0.15
TS3003a-ASR 0.25 0.39 0.28 0.27
TS3003b-ASR 0.22 0.19 0.23 0.21
TS3003c-ASR 0.24 0.24 0.21 0.22
TS3003d-ASR 0.17 0.22 0.18 0.12
TS3007a-ASR 0.22 0.35 0.27 0.20
TS3007b-ASR 0.17 0.18 0.14 0.14
TS3007c-ASR 0.14 0.17 0.16 0.13
TS3007d-ASR 0.15 0.21 0.15 0.16
AVERAGE 0.19 0.27 0.19 0.18

Table 5.2: Unsupervised Systems, AMI Corpus, Weighted F-Scores on Manual and
ASR using tf.idf

MMR =maximal marginal relevanc€ENTR=LSA centroid LSA-SJ=Steinberger/Jezek SVDSA-Murr =novel SVD method
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Meet MMR CENTR LSA-SJ LSA-Murr

ES2004a 0.39 0.38 0.38 0.33
ES2004b 0.18 0.18 0.22 0.13
ES2004c 0.19 0.22 0.28 0.24
ES2004d 0.16 0.22 0.24 0.25
ES2014a 0.43 0.55 0.47 0.44
ES2014b 0.18 0.20 0.24 0.24
ES2014c 0.18 0.24 0.28 0.26
ES2014d 0.16 0.20 0.20 0.27
IS1009a 0.44 0.54 0.58 0.54
1S1009b 0.16 0.15 0.16 0.21
1S1009¢c 0.19 0.28 0.28 0.26
1S1009d 0.29 0.27 0.32 0.33
TS3003a 0.38 0.33 0.34 0.28
TS3003b 0.23 0.25 0.28 0.29
TS3003c 0.31 0.30 0.34 0.30
TS3003d 0.22 0.22 0.23 0.24
TS3007a 0.30 0.23 0.27 0.22
TS3007b 0.18 0.17 0.20 0.20
TS3007c 0.17 0.20 0.27 0.19
TS3007d 0.21 0.17 0.21 0.22
AVERAGE 0.25 0.26 0.29 0.27
ES2004a-ASR 0.36 0.39 0.35 0.35
ES2004b-ASR 0.15 0.23 0.20 0.24
ES2004c-ASR 0.20 0.22 0.25 0.22
ES2004d-ASR 0.24 0.26 0.26 0.20
ES2014a-ASR 0.48 0.59 0.50 0.52
ES2014b-ASR 0.20 0.21 0.20 0.18
ES2014c-ASR 0.20 0.23 0.27 0.28
ES2014d-ASR 0.17 0.21 0.18 0.21
IS1009a-ASR 0.51 0.51 0.54 0.54
IS1009b-ASR 0.15 0.17 0.18 0.18
IS1009c-ASR 0.20 0.24 0.22 0.23
IS1009d-ASR 0.34 0.26 0.21 0.26
TS3003a-ASR 0.39 0.40 0.36 0.35
TS3003b-ASR 0.19 0.26 0.27 0.26
TS3003c-ASR 0.31 0.31 0.34 0.31
TS3003d-ASR 0.23 0.27 0.26 0.26
TS3007a-ASR 0.31 0.37 0.30 0.26
TS3007b-ASR 0.16 0.18 0.22 0.18
TS3007c-ASR 0.19 0.17 0.23 0.18
TS3007d-ASR 0.18 0.22 0.19 0.21
AVERAGE 0.26 0.28 0.28 0.27

Table 5.3: Unsupervised Systems, AMI Corpus, Weighted F-Scores on Manual and
ASR using su.idf

MMR =maximal marginal relevanc€ENTR=LSA centroid LSA-SJ=Steinberger/Jezek SVDSA-Murr =novel SVD method
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Meet MMR CENTR LSA-SJ LSA-Murr

Bed004 0.11 0.13 0.09 0.09
Bed009 0.11 0.12 0.06 0.07
Bed016 0.16 0.18 0.10 0.15
Bmr005 0.04 0.09 0.05 0.04
Bmr019 0.07 0.10 0.08 0.05
Bro018 0.07 0.15 0.10 0.09
AVERAGE 0.09 0.13 0.08 0.08
Bed004-ASR 0.14 0.23 0.12 0.13
Bed009-ASR 0.11 0.13 0.08 0.09
Bed016-ASR 0.22 0.18 0.13 0.18
Bmr005-ASR 0.04 0.07 0.06 0.05
Bmr019-ASR 0.08 0.12 0.08 0.09
Bro018-ASR 0.14 0.17 0.08 0.08
AVERAGE 0.12 0.15 0.09 0.1

Table 5.4: Unsupervised Systems, ICSI Corpus, Weighted F-Scores on Manual and
ASR Transcripts using tf.idf

MMR =maximal marginal relevanc€ENTR=LSA centroid LSA-SJ=Steinberger/Jezek SVDSA-Murr =novel SVD method

the weighted f-scores for each meeting using both manuah&Ritranscripts.

Using su.idf as the term-weighting metric, the overall weighted f-ssdi@ all
summarization approaches are again markedly higher thiahith. On manual tran-
scripts, the Steinberger/Jezek method is the superignapp with a weighted f-score
of 0.16 on average and is significantly better than the the c&#troid method and
novel LSA method (p:0.1 and p<0.05, respectively), while on ASR that summariza-
tion approach suffers considerably and the LSA centroichotis superior with a
weighted f-score of 0.13 on average. On ASR, the centroichatkis significantly
better than the Steinberger/Jezek method.

5.5.3 Discussion

The results of the unsupervised approaches reinforce thimd@is of Chapter 4 (page
38) thatsu.idf is superior totf.idf as a term-weighting scheme for the purposes of
speech summarization on this data. To compare between sumatian approaches,
the LSA centroid approach is the superior method on bothararplhe summarization
approaches as a whole are resistant to ASR errors and dgrieralot suffer declines
in weighted f-score results.

The LSA Centroid method tends to perform similarly with bethidf andtf.idf,
while the other three unsupervised methods show dramatieases in f-scores using
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Meet MMR CENTR LSA-SJ LSA-Murr

Bed004 0.13 0.10 0.18 0.10
Bed009 0.13 0.14 0.16 0.09
Bed016 0.14 0.20 0.21 0.18
Bmr005 0.08 0.06 0.06 0.04
Bmr019 0.08 0.07 0.15 0.08
Bro018 0.19 0.18 0.19 0.16
AVERAGE 0.13 0.13 0.16 0.11
Bed004-ASR 0.10 0.13 0.10 0.08
Bed009-ASR 0.12 0.11 0.10 0.05
Bed016-ASR 0.18 0.21 0.12 0.12
Bmr005-ASR 0.06 0.07 0.05 0.09
Bmr019-ASR 0.08 0.13 0.05 0.04
Bro018-ASR 0.19 0.16 0.14 0.19
AVERAGE 0.12 0.13 0.09 0.1

Table 5.5: Unsupervised Systems, ICSI Corpus, Weighted F-Scores on Manual and
ASR Transcripts using su.idf

MMR =maximal marginal relevanc€ENTR=LSA centroid LSA-SJ=Steinberger/Jezek SVDSA-Murr =novel SVD method

su.idf One explanation may be that the centroid itself does noidlgtuse the term-
weights except in determining the top 20 keywords. This sstgithatf.idf rankings
may be more reliable than the acttfaldf term-weights.

In general, there are no large differences between thelsatejar/Jezek SVD method
and the novel SVD method. They are comparable when appligtetdMI data, and
while the former approach is superior on the ICSI manualstepts, its scores de-
crease considerably on the ICSI ASR data and are worse oage/énan the novel
SVD method.

Regarding the effect of the different approaches on acturahsary output, MMR
tends to extract longer units due to its general informaegs score being the sum
of dialogue act term scores. While short sentences will heeted if they contain
very high-scoring words, and long sentences will not beaexéd if they contain very
low-scoring words, there is nonetheless a tendency to @xivag dialogue acts on
average. This is in contrast with the two SVD approaches revbiee summarizers
show less favour towards long dialogue acts. The followg@ isummary excerpt
for AMI meeting TS3003c using MMR, illustrating the highestoring dialogue acts
according to this method:

Speaker D:And on top of that the LCD screen would um help in making
the remote control easier to use.
Speaker B: We've got um the buttons we have to use. The on-off , sound
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on-off , sound higher or lower, um the numbers, uh zero to ulmiab.
Um the general buttons m more general b one button for syitimmand
shifting down uh channel.

Speaker D:But if we would make um a changing channels and changing
volume button on both sides, that would certainly yield gagations for
the design of the remote.

Speaker A:Uh requirements are uh teletext, docking station, audiaedjg
small screen, with some extras that uh button information.

Speaker D: So they would prefer uh a design where the remote control
just lies flat in the docking station.

In contrast, these are the top-scoring dialogue acts usagdvel SVD method:

Speaker D: So they would prefer uh a design where the remote control
just lies flat in the docking station.

Speaker D: Um well the trend-watchers | consulted advised that it b
should be, the remote control and the docking station sHzeitdlephone-
shaped.

Speaker D:So you could imagine that uh the remote control will be stand-
ing up straight in the docking station.

Speaker D:Uh the remote control and the docking station should uh blend
in in the in the room.

Speaker D:And on top of that the LCD screen would um help in making
the remote control easier to use.

Speaker C:Um well the kinetic energy source is rather fancy.

Note that in this particular example, the MMR excerpt showlssgantially less
redundancy than the SVD method. Five of the six dialogue salected by the latter
system contain the phrases “remote control” and “dockiagjast” together. While
both systems aim to reduce redundancy, the redundancytpesnalealt with much
more explicitly in MMR. With the SVD method, the number of ldigue acts taken
from a given topic is determined by the relevant singulaugaland so a degree of
redundancy is tolerated.

5.6 Results - Feature-Based Approach

This section presents the results of the machine learnipgpaph using a multi-modal
features database for both the AMI and ICSI corpora.
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5.6.1 AMI Results

For the feature-based approaches, feature subset selisaterried out using a method
based on thef statistic as described in Chapter 3 Section 3.5.2 (page Bhg f
statistic for each feature is first calculated, and therufeagsubsets of sizeare tried,
where n equals 17, 15, 13, 11, 9, 7, 5, and 3, withrHgest features included at
each step based on the f statistic. The feature subset dizehegi highest balanced
accuracy during cross-validation is selected as the featetrfor training. The logistic
regression model is then trained on the training data usiaigsubset.

For the AMI data using manual transcripts, the best featubset according to
balanced accuracy is the entirety of the original 17 featulidhe best five features in
order are dialogue act word coumsty.idf score, dialogue act duration, uninterrupted
length of the dialogue act, antlidf score.

On ASR transcripts, the best feature subset according &ambatl accuracy is again
the entirety of the 17 features. The best features in oraedi@atogue act word count,
dialogue act uninterrupted lengty.idf score tf.idf score, and maximum energy.

0.3
manual EXxZ3
3% ASR =3

0.25 |

02 | § —

0.15 |

f statistic

01

0.05

feature ID (see key)

Figure 5.1: F statistics for AMI database features (feature ID key on p. 71)

For the AMI data on using manual transcripts, extractivéogdiae acts can be best
characterized as having a slightly higher average enexgy, la slightly higher aver-
age pitch, higher maximum energy and pitch levels, and aenigtandard deviation
of pitch. They tend to occur slightly earlier in the meetimgsaverage, and later in a
speaker’s turn. Specifically, the average extractive diaoact occurs in the third or
fourth dialogue act of a turn. The average duration of araeire dialogue act is 4.45
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seconds, compared with just 1.8 seconds for a non-exteaditalogue act. An extrac-
tive dialogue act often has a precedent pause, with an aefal3 seconds, whereas
a non-extractive dialogue act has a negative value of pestgghuse, meaning there
tends to be overlap between multiple dialogue acts. Foresjuent pause, this is re-
versed, in that extractive dialogue acts have a negatiweyalgnalling speaker over-
lap, whereas non-extractive dialogue acts exhibit a pasitlue for subsequent pause.
The difference between non-extractive and extractiveodia¢ acts is even greater in
terms of uninterrupted duration of the dialogue act thartdtal duration of the dia-
logue act. Extractive dialogue acts differ from non-extikecdialogue acts greatly in
terms of word count, with extractive ones average nearly a®is&vand non-extractive
ones less than 5. There is a small difference between the lagses in terms of
speaker dominance, though extractive dialogue acts ayktlglimore likely to have
been uttered by a participant who is more active and dominathie meeting in gen-
eral. Extractive dialogue acts have a much higher ratggeésh than non-extractive,
and much higher term-weight scores than non-extractiveglie acts.

For ASR transcripts, the trends are very similar but with sainght differences.
For example, theu.idf andtf.idf scores on ASR are lower for both classes on average.
The rate-of-speech for non-extractive dialogue acts ibdridor ASR than for manual
transcripts, as the feature is roughly calculated at thedv@rel and the automatic
transcript suffers from word insertions. The featurestiedpto word energy and FO
differ slightly because of different word segmentatiorn, thke class differences remain
similar.

Figure 5.1 shows the histograms of the feattirgtatistics using both the manual
and ASR databases.

A receiver operator characteristic (ROC) curve plots thme raf true-positives to
false-positives in the classified test data. The ROC cuneedfective evaluation of
a classifier because it is not dependant on a particular parspgobability threshold
or, in our case, a particular summary length. Figure 5.2 sttbe ROC curves for the
logistic regression classifiers applied to the AMI test dasang both manual and ASR
transcripts. The areas under the curve (AUROC), calcgdtyndivided the area of the
graph under the curves into trapezoidal spaces and cafautaeir individuals areas,
are 0.855 for manual transcripts and 0.85 for ASR transcriphance level classifica-
tion would be 0.5, represented as a diagonal curve from therkeft to upper-right of
the plot.

Table 5.6 lists the weighted f-scores for the 700-word suneaan manual and
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Figure 5.2: ROC Curves for logistic regression Classifiers on AMI data

ASR transcripts using the feature-based approach. There ssgnificant difference
between the manual and ASR f-scores according to pairest,taied the ASR scores
are on average slightly higher.

5.6.1.1 Features Analysis

Section 5.6.1 reported a brief features analysis accordiregch feature’d statistic
for the extractive/non-extractive classes. This sectiggaads upon that by examining
how useful different subsets of features are for classifinatn their own. While we
found that the optimal subset according to automatic feasubset selection is the
entirety of the features database, it is still interestmgxamine performance using
only certain classes of features on this data. We thereforgedthe features into five
categories:

e Prosodic features The features of energy, pitch, pause, and rate-of-spéech,
a total of 8 features.

e Length features The features of total dialogue act length, uninterrupéeath,
and dialogue act duration, for a total of 3 features.

e Speaker features The two features of speaker dominance are considered as a
class of their own.

e Structural features: There are two structural features: the position of the dia-
logue act in the meeting and the position in the speakers tur
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Meet Manual ASR

ES2004a 0.38 0.40
ES2004b 0.16 0.16
ES2004c 0.17 0.18
ES2004d 0.25 0.24
ES2014a 0.37 0.37
ES2014b 0.16 0.17
ES2014c 0.17 0.18
ES2014d 0.12 0.13
1S1009a 0.38 0.39
1S1009b 0.11 0.11
1S1009¢c 0.15 0.11
1S1009d 0.22 0.26
TS3003a 0.39 0.39
TS3003b 0.15 0.15
TS3003c 0.15 0.17
TS3003d 0.18 0.19
TS3007a 0.34 0.32
TS3007b 0.15 0.14
TS3007c 0.12 0.12
TS3007d 0.16 0.17
AVERAGE 0.21 0.22

Table 5.6: AMI Corpus, Weighted F-Scores on Manual and ASR Transcripts for Feature-
Based Approach
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Table 5.7: AUROC Values, AMI Corpus, Manual Transcripts

e Term-weight features There are two term-weight featureéfidf andsu.idf

One note of interest is that dialogue act duration is not icemed as a prosodic
feature here. Previous work (Murray et al., 2006; Maskey &skfiberg, 2005) has
reported the duration of the extraction unit as being thefresodic feature, but as the
raw duration is simply correlated to word count, which issasknown useful feature in
text summarization, we choose to differentiate betweerlgyrosodic features on the
one hand and what we term “length features” on the other. dll@ais us to examine
how “real” prosodic features such as pitch and energy aichsamzation classification.

It should also be noted that the “speaker features” are natl &atures of the
individual dialogue acts, but rather of the speakers theérase They would not be
expected to perform well on their own in a classification tdski are included here for
completeness.

Each feature subset is used to train a logistic regressaasifler and each classifier
is run on the AMI test set, first on manual transcripts then &RAWe again evaluate
the goodness of the classifier using the ROC curve and the ALUR@ure 5.7 shows
the performance of each feature subset classifier relatighdance performance. The
AUROC:s are as follows: 0.537 for speaker features, 0.658tfactural features, 0.743
for the prosodic features, 0.839 for length features and2f8r term-weight features.

The first result to note is that no feature subset classifieRBQ is as good as
the AUROC for the full feature set reported in Section 5.6.855. The best feature
subsets overall are the features of length and of term-w&iJline most interesting re-
sult, however, is that prosodic features of pitch, energyse and rate-of-speech alone
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Fea. Subset AUROC

Prosodic 0.728
" Structural 0.655
Speaker 0.532
Length 0.841
Term-Weight 0.835

prosodic features
structural features ~ ©
speaker features
length features &
term-weight features
ch{amce level

0.8 1

Table 5.8: AUROC Values, AMI Corpus, ASR Transcripts

result in very respectable classification. It is encourg@ind worth emphasizing that
prosodic features other than durational features are \&fulifor extractive classifi-
cation. It is also slightly surprising that the two struetiieatures alone performed as
well as they did, well above chance levels using only theodiaé act position in the
meeting and in the speaker turn.

Figure 5.8 shows the ROC curves for the classifiers applieded®SR database.
The AUROCSs are as follows: 0.532 for the speaker featuré§50or the structural
features, 0.728 for the prosodic features, 0.841 for thgtlefeatures, and 0.835 for
the term-weight features. The trends are much the samelasnaitual transcripts, but
with a few intriguing differences. Prosodic features gtdrform very well but slightly
lower than on manual transcripts. This result may seem eountuitive at first. With
an errorful ASR transcript, it might be expected that praséeatures would be more
valuable and term-weight features less valuable. Of cotingeprosodic features rely
on word segmentation and the prosodic data can become nbexy word boundaries
are incorrect. The term-weight features are also slightlyse, while length features
are slightly more effective on the ASR data.

5.6.2 ICSI Results

For the ICSI corpus using manual transcripts, the optimatiuie subset consists of
15 features according to balanced accuracy, excluding mR@and precedent pause.
The best 5 features according to thestatistic are dialogue act word count, uninter-
rupted lengthsu.idf score tf.idf score and dialogue act duration. Figure 5.3 shows the
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histograms for the feature statistics using both the manual and ASR databases.

The optimal subset for ASR transcripts was again 15 feateseduding mean FO
and precedent pause, with the best 5 features being diabmweord count, uninter-
rupted lengthsu.idf dialogue act duration, artflidf.
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Figure 5.3: F statistics for ICSI database features

The extractive dialogue acts in the ICSI corpus using matraakcripts can be
characterized as having high average energy and pitclslévigh maximum pitch and
energy levels, and a high pitch standard deviation. Theg teroccur earlier in the
meeting on average, and later in a speaker’s turn. The ayehaigtion is more than
4.5 seconds, compared with less than 2 seconds for the aveoagextractive dialogue
act. Similar to the AMI corpus, there tends to be a long prenegause, but a neg-
ative subsequent pause, i.e. overlap at the end of the dialagt. The uninterrupted
duration of the dialogue act is much greater than for nonaetive dialogue acts. The
average word count is more than 15, compared with just over thé negative class.
Extract-worthy dialogue acts tend to be spoken by meetimgcgzants who are more
dominant in the meeting as a whole. The rate-of-speech isiderably higher for the
positive class, and both term-weight scores are much hifginegxtractive dialogue
acts than for non-extractive dialogue acts.

Figure 5.4 shows the ROC curves for the logistic regresdassdiers applied to
the ICSI data for both manual and ASR transcripts. The AUR@@fanual transcripts
is 0.818 and for ASR transcripts it is 0.824.

Table 5.9 shows the weighted f-scores for the 700-word sumestor both manual
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Figure 5.4: ROC Curves for logistic regression Classifiers on ICSI data

Meet Manual ASR
Bed004 0.13 0.13
Bed009 0.17 0.7
Bed016 0.13 0.21
Bmr005 0.14 0.12
Bmr019 0.10 0.11
Bro018 0.12 0.15
AVERAGE 0.13 0.15

Table 5.9: ICSI Corpus, Weighted F-Scores on Manual and ASR Transcripts for

Feature-Based Approach

and ASR transcripts using the feature-based approach. thdlva AMI corpus, there
is no significant difference between manual and ASR resuliistke ASR average is
slightly higher.

5.6.2.1 Features Analysis

In this section we report the result of the separate featubsets on classification.
The five subsets are the same as reported above for the AMI giatsodic features,
structural features, speaker features, length featunelteam-weight features.

The ROC curves for each classifier applied to manual trgptscere shown in
Figure 5.10. The AUROC:Ss for the relevant feature subsetasfellows: 0.559 for
speaker features, 0.668 for structural features, 0.72@rusodic features, 0.776 for
term-weight features, and 0.809 for length features. Agairsubset alone is superior
to using all of the features for classification, though fomna transcripts the length
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Fea. Subset AUROC
1 Prosodic 0.728
" Structural 0.668
4 Speaker 0.559
Length 0.809
Term-Weight 0.776
prosodic features = 7|
structural features ~ ©
speaker features
length features &
term-weight features ¢
chgnce level -~
0.8 1
Table 5.10: AUROC Values, ICSI Corpus, Manual Transcripts
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Table 5.11: AUROC Values, ICSI Corpus, ASR Transcripts
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features subset is competitive. An interesting resultas fbr the ICSI data the length
feature is considerably superior to the term-weight festuiMVe also find, similar to
the result with AMI data, that prosodic features alone atte tibperform respectable
summarization classification.

The ROC curves for each classifier applied to ASR transcaigshown in Figure
5.11. The AUROC:Ss for the relevant feature subsets are asn®ll0.559 for speaker
features, 0.667 for structural features, 0.683 for prasdeatures, 0.755 for term-
weight features, and 0.812 for length features. The AURQ(fosodic features is
noticeably worse when applied to ASR transcripts. For ti# Kdrpus, length features
are much more useful than term-weight features, wheredlsé@M!| corpus those two
feature subsets were more comparable.

5.6.3 Combined Training Data

As an attempt to investigate domain-independent featmras&éeting summarization,
the training data for the AMI and ICSI corpora are combinedreate a single train-
ing set. The test sets for both corpora are then classifiedy e combined model.
Feature subset selection is carried out as described padyite.g. Chapter 3 Section
3.5.2, page 31), and in this case the optimal subset aceptdibalanced accuracy is
n=15 for manual transcripts, with mean FO and precedengmduded. The best five
features in order according to tHestatistic aresu.idf score, dialogue act word count,
uninterrupted lengthf.idf score, and dialogue act duration. For ASR transcripts, the
optimal subset consists of the entirety of the 17 featurés.jest five features accord-
ing to thef statistic are word counsu.idf score, uninterrupted lengtti,idf score and
duration.

It can be seen that there is no increase in summarizatioarpggihce after combin-
ing the training data. Table 5.12 shows the AMI results fd W@rd summaries, with
human transcript summaries scoring slightly higher and A@Rscript summaries
scoring the same. Table 5.13 shows the results for the 1G®uspwith the manual
and ASR transcript summaries both scoring slightly loweaeerage. The AUROCs
are lower for all four classifiers. Both AMI classifiers haveROCs of 0.83 while the
ICSI classifiers have AUROCSs of 0.78 and 0.81 for manual ang A8spectively.
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Meet Manual ASR

ES2004a 0.34 0.39
ES2004b 0.16 0.16
ES2004c 0.17 0.3
ES2004d 0.18 0.18
ES2014a 0.41 0.35
ES2014b 0.16 0.16
ES2014c 0.16 0.15
ES2014d 0.12 0.15
1S1009a 0.41 0.45
1S1009b 0.15 0.10
1S1009¢c 0.18 0.11
1S1009d 0.32 0.28
TS3003a 0.36 0.36
TS3003b 0.20 0.17
TS3003c 0.27 0.2
TS3003d 0.17 0.21
TS3007a 0.23 0.29
TS3007b 0.17 0.15
TS3007c 0.18 0.12
TS3007d 0.16 0.20
AVERAGE 0.23 0.22

Table 5.12: AMI Corpus, Weighted F-Scores on Manual and ASR Transcripts for

Feature-Based Approach, Combined Training Data

Meet Manual ASR
Bed004 0.12 0.13
Bed009 0.14 0.15
Bed016 0.13 0.21
Bmr005 0.12 0.12
Bmr019 0.09 0.10
Bro018 0.14 0.15
AVERAGE 0.12 0.14

Table 5.13: ICSI Corpus, Weighted F-Scores on Manual Transcripts for Feature-Based
Approach, Combined Training Data
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5.6.4 Discussion

For the feature-based machine-learning approaches, wehi@dptimal results are
derived by using a variety of multi-modal features for thegtaj including lexical,
prosodic, structural, length and speaker features. Fadrthet AMI and ICSI corpora,
the optimal feature subsets include each of these featpestyThis is attested both
through feature subset selection on the training data, evhevide variety of features
result in superior balanced accuracy during cross-vatidaand in classification of the
test data, where the best AUROC results are derived by ustogwination of multi-
modal features. And though term-weight and length feattmesat times perform very
well, the only consistent set is the entire feature set. kample, term-weight features
alone result in respectable classification on the AMI testiseng manual transcripts,
but less well on the AMI ASR test set, and much less well on @&l Idata in general.
The length features are more consistent but never supertbetfull feature set. The
disadvantage of relying on length features is that fewdodige acts are extracted as
a result of favoring very long dialogue acts, thereby lowgniecall scores. As seen
in this excerpt of AMI meeting TS3003c summarized using dahgth features, three
dialogue acts alone account for about 120 words of the sugnmar

Speaker D:’Cause we would have to make one w uh control which would
fit in with a wooden cover and a plastic cover. The more origimee, or
the more standard one.

Speaker B: We've got um the buttons we have to use. The on-off, sound
on-off, sound higher or lower, um the numbers, uh zero to umiak.

Um the general buttons m more general b one button for spifimand
shifting down uh channel.

Speaker B: Um double push push um, if double click, um so uh you get
uh big uh subtitles, for uh people uh um uh which c f uh who cah’tead
small uh subtitles .

Compression techniques can help distill these dialogue tactheir essence, but in
Chapter 8 Section 8.3 (page 165) we also consider usingcéixtnaunits of a finer
granularity than entire dialogue acts.

To contrast, summaries created using only prosodic feaueh as pitch, energy
and rate-of-speech do not favour longer dialogue acts andllas a result have higher
recall scores. Here we provide an excerpt of meeting TS3g@8erated using only
these prosodic features:

Speaker A: Look I've got a new remote control, and uh
Speaker C:Because, like on your mobile phone, it's always above.
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Speaker A:l think uh elderly people just like to have everything in @ac
Speaker D:I think that was a very good point.

Speaker A: Uh f | think first of all we have to see uh it is possible to
introduce kinetic energy in our budget, | think.

Speaker C:About the components design.
Speaker D:if you'd allow me to go to the flat board, SMARTboard.

To compare the supervised and unsupervised methods prdserthis chapter, it
is worth pointing out that the use of weighted f-score as therall metric obscures
one fact. While the best unsupervised methods from Sect®(page 71) have com-
parable f-scores to the supervised methods describedsiiséition, their precision is
much lower. For example, the average weighted precisiothéomachine-learning ap-
proach on the AMI test set with manual transcripts is 0.64enehs the LSA Centroid
method that performed best overall among the unsupervisgdads has an average
weighted precision of only 0.54. In terms of weighted priecis the feature-based
approach is significantly better {f®.05). The difference is even more striking on the
ICSI data. The machine-learning approach and the LSA centnethod applied to
manual transcripts have comparable f-scores, but the wesigitecision for the former
is 0.46 compared with 0.28 for the latter (again significar<a0.05). The unsuper-
vised approaches have comparable or even higher f-scocasideetheir recall scores
are substantially higher and precision is lower. The redsotihe supervised approach
having lower recall is that the length features are verydative of informativeness,
and so the units of extraction tend to be very long in the mreeskeéarning approach.
In contrast, the unsupervised methods will sometimes ex$tzorter units and there-
fore extract more dialogue acts for a given compression at€hapter 8 Section 8.3
(page 165), we explore the use of spurts instead of dialogigeaa our unit of extrac-
tion, for the dual purposes of faster segmentation of thedpstream and a finer level
of granularity for our extractive summarization units.

This difference between precision and recall also relatésa comparison of our
best machine-learning results to human extraction pedag®a. The creation of human
extractive summaries at the same compression level isidedan detail in Chapter
4 Section 4.1.3 (page 46). If we compare average weighedréscthe human sum-
marizers are considerably better for both corpora. Theoreagain is that more units
will be extracted for a given compression rate because sdrtteeainits are shorter,
whereas our logistic regression model favors longer etitmacinits. However, if we
compare solely in terms of weighted precision, we see thaitteen human-level pre-
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Meet AP AR AF H-P H-R H-F

ES2004a 0.60 0.27 0.38 0.67 0.56 0.61
ES2004b 0.68 009 016 083 025 0.39
ES2004c 0.70 010 0.17 0.58 0.18 0.28
ES2004d 109 014 025 1.03 030 045
ES2014a 063 026 037 0.82 0.58 0.68
ES2014b 0.78 009 0.16 080 0.22 0.35
ES2014c 0.85 010 0.17 121 032 051
ES2014d 0.46 0.07 0.12 0.63 0.25 0.36
IS1009a 0.61 028 038 116 070 0.86
1IS1009b 057 0.06 011 115 025 041
1S1009¢c 0.40 009 015 0.72 033 045
1S1009d 064 013 022 1.10 0.44 0.63
TS3003a 056 030 039 068 047 052
TS3003b 056 0.09 0.15 098 0.28 0.44
TS3003c 057 009 015 093 030 045
TS3003d 049 011 018 0.70 030 042
TS3007a 060 023 034 086 051 0.63
TS3007b 0.61 008 015 065 019 0.29
TS3007c 056 0.07 0.12 092 0.24 0.38
TS3007d 0.75 009 016 086 021 0.34
AVERAGE 0.64 0.14 0.21 087 035 047

Table 5.14: AMI Human Summarization Scores Comparison
A-P=automatic summarizer precisiof;R=automatic summarizer recal\-F=automatic summarizer f-scord;P=human

summarizer precisiori-R=human summarizer recali-F=human summarizer f-score

cision on the ICSI corpus as a whole, and human-level pedoo®a on several AMI
test set meetings. Tables 5.14 and 5.15 compare the bestatidalassification results
with human classification results for the AMI and ICSI cogaespectively, using the
ASR-aligned databases. For the ICSI corpus, the resultsamuat transcripts are ac-
tually superior to human performance according to weigbtedision, averaging 0.46
compared with 0.41 for humans.

The ICSI scores overall are lower than the AMI scores, rafigclower inter-
annotator agreement on that corpus as reported in Chaptect®® 3.3.2.1 (page
30). And whereas we achieve human-level performance onGBé d¢orpus, there is
still a substantial gap between machine and human perfaenamthe AMI corpus.

5.7 Conclusions

In this chapter we have presented a variety of supervisediasapervised extractive
summarization techniques for spontaneous meeting spe&gtongst our unsuper-
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Meet AP AR AF H-P H-R H-F

Bed004 033 0.08 0.13 041 0.17 0.23
Bed009 0.48 007 012 039 0.17 0.23
Bed016 040 0.08 0.14 042 0.14 0.20
Bmr005 0.70 0.04 0.08 052 012 0.19
Bmr019 043 0.06 0.10 040 014 o0.21
Bro018 041 009 014 034 012 0.16

AVERAGE 046 0.07 0.12 041 014 0.20

Table 5.15: ICSI Human Summarization Scores Comparison
A-P=automatic summarizer precisioff;R=automatic summarizer recal\-F=automatic summarizer f-scord;P=human

summarizer precisiord-R=human summarizer recali-F=human summarizer f-score

vised approaches, we find that the novel LSA centroid metloodistently performs
the best. More broadly, we find that all of the unsupervisqa@gches are made much
more effective by using a term-weighting scheme more rotiast the standart.idf
scheme. Specifically, the novel term-weighting metboddf was very useful for both
the unsupervised systems and as a feature in the supervisa.m

For the supervised method using a logistic regressionifiErstsained on labelled
data, we find that using a variety of features from the dat@yieptimal performance,
superior to simply treating the data as noisy text and usimyg t@xt summarization
methods. Even prosodic features alone yield decent surnatiam results according
to the classifier AUROC measures. This finding is encouragjinigat we considered
length features to be a separate class from the prosodigésatnd still find prosodic
features relating to FO, energy, pause and rate-of-spedmtery effective indicators
of informativeness.

Weighted f-score results are generally lower on the ICSpesthan on the AMI
corpus, reflecting the lower inter-annotator agreemenhaindata, and our summarizer
performance on that data is actually closer to human-lesdbpmance than with the
AMI data. Regarding the features analysis, the length featare considerably more
useful than term-weight features for creating summarigb@iCSI test set, whereas
these two feature subsets are more comparable for the AivBees



Chapter 6

Extrinsic Evaluation - A Decision Audit
Task

6.1 Introduction

In previous chapters, the automatic summaries were eealirdtinsically by scoring
them according to multiple human annotations of infornei®ss. That is, they were
evaluated according to how well their information conteratched the information
content of gold-standard summaries. A more comprehensigdaaiable evaluation
of the quality of a given summary, however, is the degree tecchvit aids a real-
world extrinsictask: an indication not just of how informative the summagybut
how useful it is in a realistic task. As mentioned in the idotion to this thesis,
the purpose of these summaries is not to serve as stand{aldinators of meeting
information content, but to aid useavigationof the entire meeting content. The
meeting summaries are meant to index the greater overalimgeecord. We therefore
design an extrinsic task that models a real-world infororatieed, create multiple
experimental conditions comprised of various represematof meeting information
content, and enlist subjects to participate in the task.

The chosen task is @ecision audit wherein a user must review previously held
meetings in order to determine how a given decision was eshcfihis involves the
user determining what the final decision was, which altéraathad previously been
proposed, and what the arguments for and against the varirop®sals were. The
reason this task was chosen is that it represents one of thedescases for AMI
technologies - that of aidingorporate memorythe storage and management of a
organization’s knowledge, transactions, decisions, daasp A organization may find

93
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itself in the position of needing to review or explain howatae to a particular position
or why it took a certain course of action. When business mgstare archived and
summarized, this task should be made much more efficient.

The decision audit represents a complex information neadcémnot be satisfied
with a simple one-sentence answer. Relevant informatidinb&ispread throughout
several meetings and may appear at multiple points in aesigtussion thread. Be-
cause the decision audit does not only involve knowirigat decision was made but
also determiningvhythe decision was made, the person conducting the audit@eltin
to understand the evolution of the meeting participantsiking and the range of fac-
tors that led to the ultimate decision. For a particular sieci audit task, the decision
itself may be a given. Because the person conducting theida@udit does not know
which meetings are relevant to the given topic, there is aerent relevance assess-
ment task built into this overall task. Their time is limitadd they cannot hope to scan
the meetings in their entirety and so must focus on which imgetand meeting sec-
tions seem most promising. It should be noted, however,rtbaé of the summaries
described in the conditions below were generated with #isqular information need
in mind. They are strictly generic.

6.2 Related Extrinsic Evaluation Work

This section describes previous extrinsic evaluatioretirej either to summarization
specifically, or else to the browsing of multi-party interans more generally. We then
describe how our decision audit browsers fit into a typoloigyolti-media interfaces.

In the field of text summarization, a commonly used extrirsigluation has been
therelevance assessmeask (Mani, 2001b). In such a task, a user is presented with
a description of a topic or event and then must decide whetigaren document (e.g.
a summary or a full-text) is relevant to that topic or eventicts schemes have been
used for a number of years and on a variety of projects (Jirad,€1998; Mani et al.,
1999; Harman & Over, 2004). Due to problems of low inter-aatmr agreement on
such ratings, Dorr et al. (2005) proposed a new evaluatibarae that compares the
relevance judgement of an annotator given a full text witdt #ame annotator given a
condensed text.

Another type of extrinsic evaluation for summarizationhe teading comprehen-
sion task (Hirschman et al., 1999; Morris et al., 1992; Mani, 26001In such an
evaluation, a user is given either a full source or a summeadyand is then given a
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multiple-choice test relating to the full source infornoatti A system can then calcu-
late how well they perform on the test given the conditionisEvaluation framework
relies on the idea that truly informative summaries sho@dble to act as substitutes
for the full source. This doesn’t hold true for certain cles®f summaries such as
guery-dependent or indicative summaries. In the case olegependent summaries,
it would be expected that reading a summary would yield bettenprehension than
reading the full source if the full source contained a great df information irrelevant
to the task questions. Of course, the extrinsic task coutdilmred to suit various sum-
mary types, e.g. by comparing an automatically generatedyegependent summary
to a human-authored query-dependent summary for a readingrehension task.

In the DUC conferences human judges assign a pseudo-extrimsgponsiveness
score to each machine summary, representing how well tiee gymmary satisfies the
information need in the query. This is not a true task-bas#nsic evaluation, but
does give a sense of the potential utility of the summaryghtlof the query. Daumé
and Marcu (2005) have suggested that DUC adopt an extrimalaaion framework
in future years, specifically suggesting a relevance ptiedicask, and pointing out
that some of the considerable time and labor required footations such as for the
Pyramid scheme could be spent implementing a simple taséebavaluation.

Wellner et al. (2005) introduced the Browser Evaluationt TB&T), in whichob-
servations of interesire collected for each meeting, e.g. the observation “Ssags
the footstool is expensive.” Each observation is preseasdooth a positive and neg-
ative statement and the user must decide which statemeatrict by browsing the
meetings and finding the correct answer. It is clear that susét-up could be used
to evaluate summaries and to compare summaries with otfeemation sources. We
chose not to use this evaluation paradigm, however, be¢has#bservations of inter-
est tend to be skewed towards a keyword search approache vthvesuld always be
simpler just to search for a word such as “footstool” rathemtread a summary. It
might be possible to set up the BET in such a manner that therneditsons of interest
are less biased towards a particular type of content ektrgdbut we instead choose
a more complex information need for our evaluation. Theeesmme similarities be-
tween the BET and the TREC Interactive Track (Hersh & Ovefl120as the latter
examines the ability of a human searcher to answer a set sfique given a particu-
lar information retrieval system. In the Interactive Trattiere is a focus not only on
the result but on the searching process, an idea that isenhar the decision audit

Lhttp://duc.nist.gov
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task as well.

Also on the AMI project, the Task-Based Evaluation (TBE)4Hij & Post, 2006)
evaluates multiple browser conditions containing variofigrmation sources relating
to a series of AMI meetings. Participants are brought in & time and are told that
they are replacing a previous group and must finish that gsaugrk. In essence, the
evaluation involves re-running the final meetings of theesewith new participants.
The patrticipants are given information related to the pmesigroup’s initial meetings
and must finalize the previous group’s decisions as best ssilpe given what they
know. The reason we did not choose the TBE for this summasizataluation is that
the TBE evaluation relies on lengthy post-questionnaisellte rather than more ob-
jective criteria. For example, users are asked to rate Hteraent “There is no better
information source than this browser,” when they may notaict e in the position
to know whether or not there are better options. The TBE is alere costly to run
than our decision audit task, as it requires having groufswfpeople spend an after-
noon reviewing previous meetings and conducting their owetings, which are also
recorded, whereas the decision audit is an individual task.

The SCANMail browser (Hirschberg et al., 2001; Whittakerakt 2002) is an
interface for managing and browsing voicemail messagds, mvulti-media compo-
nents such as audio, ASR transcripts, audio-based patreyrapd extracted names
and phone numbers. To evaluate the browser and its comrikatauthors com-
pared the SCANMail browser to a state-of-the-art voicesystem on four key tasks:
scanning and searching messages, extracting informatbanrhessages, tracking the
status of messages (e.g. whether or not a message has b&emttigaand archiving
messages. Both in a think-aloud laboratory study and ardiejd study, users found
the SCANMail system outperformed the comparison systenthiese extrinsic tasks.
The field study in particular yielded several interestinglifigs. In 24% of the times
that users viewed a voicemail transcript with the SCANMyggtem, they did not resort
to playing the audio. This testifies to the fact that the tcaps and extracted informa-
tion can, to some degree, act as substitutes for the sigh&@hwiser comments also
back up. On occasions when users did play the audio, 57% tihtle¢hey did not play
the entire audio. Most interestingly, 57% of the audio plagmtions resulted from
clicking within the transcript. The study also found tha¢xsswere able to understand
the transcripts even with recognition errors, partly byihg\rior context for many of
the messages.

The SpeechSkimmer browser (Arons, 1997) is an audio-bas&dbr incorporat-
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ing skimming, compression and pause-removal techniqueabécefficient navigation
of large amounts of audio data. The authors conducted a faenasability study in
order to refine the interface and functionality of Speechfker, recruiting partici-
pants to find several pieces of relevant information withiarge portion of lecture
speech using the browser. Results were gleaned both fromladloud experiment
structure as well as follow-up questions on ease of use. &searchers found that
experiment participants often began the task by listerorthgeé audio at normal speed
to first get a feel for the discussion, and subsequently madd gse of the skimming
and compression features to increase search efficiency.

Whittaker et al. (2008) described a task-oriented evalnatf a browser for navi-
gating meeting interactions. The browser contains a maramgcript, a visualization
of speaker activity, audio and video streams with play, paarsd stop commands,
and artefacts such as slides and whiteboard events (thes shdt not the whiteboard
events, are indices into the meeting record). Users werngivo sets of questions
to answer, the first set consisting of general “gist” quesabout the meeting, and
the second set comprised of questions about specific fattgwtihe meeting. There
were 10 questions in total to be answered. User responsessubsequently scored
on correctness compared with model answers. There areat@vieresting findings
from this task-based evaluation. While general perforreama&s not high, users found
it much easier to answer specific questions than “gist” gorestusing this browser
setup. This has special relevance for our work, as certgestyf information needs
might be easily satisfied without recourse to derived dath i summaries or topic
segments, but getting the general gist of the meeting seerhe much more diffi-
cult. Very interestingly, users often felt that they hadfpened much better than they
actually had. Specifically, users seemed to be unawarehbgttad missed relevant
or vital information and felt that they had provided compmesive answers. Across
the board, participants focused on reading the trans@&iper than beginning with the
audio and video records directly.

6.2.1 Multi-Modal Browser Types

Tucker and Whittaker (2004) provided an overview of the na@i$ms available for
browsing multi-modal meetings. They established a fouy-tmawser classification:
audio-based browsers, video-based browsers, artefaettblarowsers, and derived
data browsers. With audio-based browsers, the audio negsdf the meeting are
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the main focus, and are sometimes coupled with a visual ifatexavigating through
the audio record by clicking on, for example, speaker segsn@&amber et al., 1995).
Other audio browsers feature the facility to alter playbspked or to compress the
audio in some fashion (Arons, 1997; Tucker & Whittaker, 2006

With video browsers, both audio and video are provided tauges, but the focus
is on the video. These browsers are highly dependent on thalanvironment of
the meetings, as in some cases each participant will havenarearained solely on
them with additional room-view cameras (Carletta et alQ30 and in other cases
there may be a single panoramic camera for recording themgedtee et al., 2002).
As with audio browsers, there may be a separate visual indextacility for speed-
up or compression. Another possibility for video browsertoi extrackeyframesor
video grabs, which are relevant static images from the velegam, and then present
the keyframes in a story-board or comics format (Girgensathal., 2001; Kleinbauer
et al., 2007).

The third class as established by Tucker and Whittaker ispcised of artefact-
based browsers, with artefacts being information recoma#te meeting other than the
audio/video streams. For the AMI meetings, artefacts mheklides, notes, whiteboard
drawings, and emails. Each of these can be very informative by synchronizing all
of these sources of information to the audio/video recomkraon using the browser
can more fully get a sense of the meeting interactions. Eurtbre, artefacts such as
slides can be useful for indexing into the audio/video rdcor

The fourth class is comprised of browsers incorporatingvddrdata forms. These
browsers feature components that result from in-depthyaisabf the meetings rather
than simply recording various phenomena in the meetinges&lsomponents include
ASR transcripts, topic segmentation, automatically gateer summaries, dialogue act
segmentation and labelling, and emotion or sentiment tietecThese components
provide structure and semantics to the meeting record, ganh &an act as efficient
indices into the meeting record.

In light of this classification scheme, our decision audiuimsers are video browsers
incorporating derived data forms. Although other incaioret of our browsers contain
meeting artefacts such as slides, we simplify the browsensuech as possible for this
task by putting the focus on derived data forms and theirulise$s for browsing the
meeting records. Each version of the experimental brovesbuiit using the JFerret
(Wellner et al., 2004), an easily modifiable multi-mediaser framework.

2http://www.idiap.ch/mmm/tools/jferret
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6.3 Task Setup

The data for the extrinsic evaluation is one meeting ser&20B8 from the AMI cor-
pus, comprised of 4 related, sequential meetings. Thecpéatimeeting series is cho-
sen because it has been used in previous AMI extrinsic evahseand the participant
group in that series worked well together on the task. Themgtook the task seri-
ously and exhibited deliberate and careful decision-ngkitmcesses in each meeting
and across the meetings as a whole.

6.3.1 Task Overview

The extrinsic task is an individual task, unlike the AMI TBiescribed above, which
was a group-based scenario task. We recruited only patitspvho were native En-
glish speakers and who had not participated in previous Alyjeements or data col-
lection. 10 subjects were run per condition, for a total o680jects. For each condi-
tion, 6 participants were run in Edinburgh and 4 were run &D&n AMI partner. The
experimental setups for the two locations were as idergisglossible, with compara-
ble desktop machines running Linux, 17-inch monitors, fabah browser interfaces,
and the same documents used in each location, as descrioed Bad though DFKI
is a German institution, they recruited only native Englégleakers, primarily from
their student and researcher populations.

Each participant is first given a pre-questionnaire reggtinbackground, computer
experience and experience in attending meetings (see Appanpage 176). In the
case that the participant regularly participates in mestime ask how they normally
prepare for a meeting, e.g. using their own notes, congultith other participants,
etc.

Each participant is then given general task instructiongp@idix A). These in-
structions explain the meeting browser in terms of the mfation provided in the
browser and the navigation functions of the browser, theifpanformation need
they are meant to satisfy in the task, and a notice of thetatlaime for the task. The
total time allotted is 45 minutes, which includes both skerg for the information and
writing up the answer. This amount of time is based on thetre$an individual pilot
task for Condition EAM, extractive summarization on manuahscripts.

The portion of the instructions detailing the specific taskds as follows:

We are interested in the group’s decision-making abilityl therefore ask
you to evaluate and summarize a particular aspect of thegudsion.
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Condition Description
KAM Top 20 keywords
EAM Extractive summary of manual transcripts
EAA Extractive summary of ASR transcripts
AMM Human abstracts
ASM Semi-Automatic abstracts

Table 6.1: Experimental Conditions

The group discussed the issue of separating the commoatyfuactions
of the remote control from the rarely-used functions of gmmote control.
What was their final decision on this design issue? Pleade arshort
summary (1-2 paragraphs) describing the final decision,adteynatives
the participants considered, the reasoning for and aganysalternatives
(including why each was ultimately rejected), and in whicketings the
relevant discussions took place.

This particular information need is chosen because theastaliscussion mani-
fested itself throughout the 4 meetings, and the group Weotugh several possibilities
before designing an eventual solution to this portion ofdbsign problem. In the first
meeting, the group discussed the possibility of creating separate remotes. In the
second meeting, it was proposed to have simple functionhq@memote and more
complex functions on a sliding compartment of the remotehinthird meeting, they
decided to have an on-screen menu for complex functionsjratite final meeting
they finalized all of the details and specified the remotedmstt A participant in the
decision audit task therefore would have to consult eachintge® be able to retrieve
the full answer to the task’s information need.

While in this case the participant must determine the decithat was madand
the reasons behind the decision, in theory the decisiort aadid be set up in such a
way that the decision itself is a given and only the reasobgtgnd the decision must
be determined.

6.3.2 Experimental Conditions

There are 5 conditions run in total: one baseline conditiao, extractive conditions
and two abstractive conditions.

The baseline condition, Condition KAM, consists of a broms&h manual tran-
scripts, audio/video record, and a list of the top 20 keywadrdthe meeting. The
keywords are determined automatically ussugidf a weighting scheme described in
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Chapter 4 (page 38). Figure 6.1 shows a screen-shot for thvesbr in Condition
KAM. Though this is a baseline condition, the fact that ilimés manualtranscripts
gives users in this condition a possible advantage ovesuseonditions with ASR.
In this respect, it is a challenging baseline.

Conditions EAM and EAA present the user with a transcriptliaetvideo record
and an automatically-generated extractive summary of gagting, with the differ-
ence between the conditions being that the latter is basédSéhand the former on
manual transcripts. The features used are the same as ite€Cbgpage 63), but with
support vector machine classifiers instead of logisticasgjon classifiers. The lengths
of the respective extractive summaries are based on théhienfthe manual extracts
for each meeting: approximately 1000 words for the first imnget1900 words for
the second and third meetings, and 2300 words for the finatingeeThese lengths
correlate to the lengths of the meetings themselves andsepr compressions of ap-
proximately 40%, 32%, 32% and 30%, respectively. FiguresB@vs a screenshot for
the browser in Conditions EAM and EAA.

Condition AMM is the gold-standard condition, a human-augu abstractive sum-
mary. Each summary is divided into subsections: decisiacisons, goals and prob-
lems. These abstractive summaries vary in length. Eachaatise sentence is nor-
mally also linked to one or more transcript dialogue actskingathe experimental
condition ahybrid of abstractive and extractive. Because this is a decisidit task
and the abstractive summary provided in this condition hakeaisions” subsection,
this is considered to be a challenging gold-standard camdib match. Figure 6.3
shows a screen-shot for the browser in Condition AMM.

Condition ASM presents the user with an semi-automaticglyerated abstractive
summary, described by Kleinbauer et al. (2007). This suriraéon method utilizes
automatic topic segmentation and topic labels, and findsrtbst commonly men-
tioned content items in each topic. A sentence is generatedaich meeting topic
indicating what was discussed, and these sentences aedl linkthe actual dialogue
acts in the discussion. These summaries relynamualtranscripts, and so Condition
EAA is the only ASR condition in this experiment. The ConalitiASM summaries
are not fully automatic, as they rely on manual annotatiopropositional content.
Figure 6.4 shows a screen-shot for the browser in ConditiSMA

Table 6.1 lists and briefly describes the experimental ¢mrdi. The three-letter
ID for each condition corresponds taeywordséxtractsabstracts,automatictemi-
automatiamanual algorithms, andutomaticinanual transcripts.
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of striking a balance between the two .
Ul as | said before , remote controls are subjective | different peaple want want different things .

personally wa what | want from a remote control is a device that's simple , it it's easy to use , it's got big
buttons for doing the things | do most often, changing the volume , changing the channel . It it does
everything that | need it to , as | said before , 'm quite lazy , | don't wanna walk across the room just te ||

adjust my television . | also want something that that looks cool , and that that feels good , that's
ergonomically designed .
PM: kay . Thank you very much . That was very useful . [laugh] It's funny to see the [other] drastic

results

difference between those two remotes . [other] . PM - fashion =
L Hmm . IME - fashion|

PM: And neither of them were very pretty , you know ? ME - fashion

ME: No . I - fashion

ul: [laugh] PM - fashion
:veah , | think that could be our selling point ID - fashion &

BiE: A fashion fashion remote |
112 | think there's there's certainly a market for technology that looks cool . And | think that's that's why
P el s
: Right . =]
(& [y)

Figure 6.1: Condition KAM Browser

6.3.3 Browser Setup

The meeting browsers are built so as to exhibit as similaxbeo behaviour as possible
across the experimental conditions. In other words, thexfiate is kept essentially the
same in all conditions to eliminate any potential confomgdiactors relating to the
user interface.

In each browser, there are 5 tabs for the 4 meetings and agvgtd. The writing
pad is provided for the participant to author their decisadit summary. In each
meeting tab, the videos displaying the 4 meeting partidgane laid out horizon-
tally with the media controls beneath. The transcript isngho the lower left of the
browser tab in a scroll window.

In Condition KAM, each meeting tab contains buttons coroesjing to the top 20
keywords for that meeting. Pressing the button for a givgmied highlights the first
instance of the keyword in the transcript, as well as opeaitigtbox illustrating all
of the occurrences of the word in the transcript, giving teerwa context in terms of
the word’s frequency. Subsequent clicks highlight the sghsnt occurrences of the
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AMI Meeting E52008a | AMT Meeting ES2008b | AMI Meeting ES2008¢ | AMI Meeting ES2008d ] Typing rﬂ

(m

£52008a transe ription exctrastive summary

SO TS JUST SIMPIer JUST 10 JUST TUIM &ICUNG TNe | _v _ IESeIT , and I TNNK tat s [IsTmarker| m—
we're gonna make a remote control , it should actually wark for what it's doing . D
ME; Yeah ,
Ul Yeah
PM: [laugh] Mm-hmm .

: 5o [disfmarker]
ME: What about like batteries and things like that, like are there some remotes that don don't

Ul - especially, like you know if I'm watching T_V_ | have have to have three separate =/
- | agree with having tco many remotes around

ID - What's important for me, | guess , is that it's asy to use

ID - And ne thing | particularly like is if you are not um sort of moving it around to ¢
1D - but | know in my residence right now the the television you sort of have to walk ¢|
ID - andl | think that's if we're gonna make a remote control , it should actually work
ME — like are there some remotes that don don't require like batteries

fRqLie 2 a little bit of a conflict over um to uh combining all the remote)
;‘; Likeioatienies Sro sll re otesier e ket B e . ID - but that just has your major buttons for that work for everything , you know vol|
[other] Um | would imagine all of them , but we could [disfmarker] but it's possible we AR S s b i el S el e

could use like a lithium battery um that would last a lot longer than like double A_s . Um like ME — all the wha(eﬁy e haxsprogrgmaed ‘gmo o ‘[‘;a"“us[ W ‘[S’ z:pam[e p“ac
tho those are the batteries that are used in a lot of um M_P_ three players now and that kind J D < and iFuriF vou'd save the more complicated functions maybe for separate remer|
°f:[r'['|fowul’" i m - 50 maybe have like ne rer;othe that has llhfe main functions on, off, channel ch:

3 | - ‘cause you're gonna m need those special functions occasionally
N|E"Y§:L‘h:;ﬂh‘ng hatdoesnc [diiaieed] PM = Um but not necessarily on the m the normal remote .
e Ul - are we designing a remote control for a television only

o Ul - Um or should we just stick to just stick to having television television related bu

. : ME - | mean , if it if we're taking it just new product a new television remote contrel
B¥: Um . Okay, it seems we have a little bit of a conflict over um to uh combining all the Ul = S me s Rl Favhewe ol d s U i ARt e 1t TIeE e vsion thatwe s vl
remotes cont together versus having f five different remotes | So um like you said you don't i \t’wou\d baitice o hiva Blave arjvd G e o D“
like having all the buttons on one on one remote , and yet you don't wanna have five remotes . e e ohosn oL PEMSID R REVITE AR IOl A o T I
So how do we work with that 7 | K| - B |

Figure 6.2: Conditions EAM and EAA Browser

word in the transcript, or the user may choose to navigateya&rd instances via the
listbox.

In Conditions EAM and EAA, a scroll window containing the edtive summary
appears next to the full meeting transcript. Clicking on dmlogue act in the ex-
tractive summary takes the user to that point of the meetargstript and audio/video
record.

In Conditions AMM and ASM, the abstractive summary is présdmext to the
meeting transcript. In Condition ASM, the abstractive suamyrhas different tabs for
decision problems goalsandactions Clicking on any abstract sentence highlights
the first linked dialogue act in the transcript and also pressa listbox representing
all of the transcript dialogue acts linked to that abstractteance. The user can thus
navigate either by repeatedly clicking the sentence, wmdurn will take them to
each of the linked dialogue acts in the transcript, or eleg tian choose a dialogue act
from the listbox. The navigation options are underlyindilg same as Condition KAM.
The primary difference between Conditions KAM, AMM and ASM the one hand
and Conditions EAM and EAA on the other is that the extracthaogue acts link
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s

Experiment control

Start Experiment ‘ End Experiment |

AMI Meeting ES2008a | AMT Meeting ES20085 | AMT Meeting ES2008: | AMT Meeting ESZOOB:IJ Typing tob I

00000 (B W @

ES2008a transcription abstractive summary

SO TITS JUST SIMpIer JUSTTO JUST TN around the TV _ ITSelT; and [ TNTNK TNar s [arsTmarker] v 27 .

we're ganna make a remote contral , it should actually wark for what it's doing . Abstract | Actions I Decisions I Problems J

D: Yeah . -

C: Yezh [The project manager opened the meeting and introduced herself to
A: Jlaugh] Mm_hmm the team. The project manager introduced the upcoming praject in
B: So [disfmarker] which the team is to create a remote control. The team members

D: What about like batteries and things like that , like are there some remotes that don don't fartlc\tpated m‘a [°[°h| (raLnLng:xez:\sedlréwh\ch (geyheail:‘ d"e": :"E”

avorite animal on the white-beard and discussed why they like:

require

B e require battaries 2 the animal. The project manager then talked about the project

A: [other] Um | would imagine all of them , but we could [disfmarker] but it's possible we fmadnces and d\scuTs;ed selling prices, pff\(laldrmhmarkel range, and
could use like a lithium battery um that would last a lot longer than like deuble As . Um like gm Ml “O“h’ Erplolect ma”aﬁe” Eigle tde ;63’; el

tho those are the batteries that are used ina lot of um M_P_ three players now and that kind 1 w"““”‘o‘! fl‘[e” QXIPZ”Q"C[iS witl ’(E'“[afes cilfl da‘ ea‘“ﬁ‘

ot thingitime : ey would like to include in the remote they are praducing, The
P L team members discussed the opticn of combining remotes and
ot insn metAin e s b traarker] : gow to produce a remote which is capabla of controlling multiple
BB evices,

D: Mm-hmm .

B: Mm

At Um . Okay, it seems we have a little bit of a conflict over um to uh combining all the

remotes cont together versus having f five different remotes . So um like you said you don't

like having all the buttons on one on one remote , and yet you don't wanna have five remotes

So how do we work with that 7 |

[123456783101112 i

Figure 6.3: Condition AMM Browser

to only one point in the meeting transcript, whereas keyweanad abstract sentences
have multiple indices.

The browsers are designed in such a way that the writing tadveuthe participant
types their answer is a fifth tab in addition to the four indival meeting tabs. As a
consequence, the participant cannot view the meeting thlils typing the answer;
they are restricted to tabbing back and forth as needed.Widsslesigned deliberately
S0 as to be able to discern when the participant was workirfgroamulating or writing
the answer on the one hand and when they were browsing thégeetords on the
other.

After reading the task instructions, each participant isfty shown how to use
the browser’s various functions for navigating and writinghe given experimental
condition. They are then given several minutes to famamithemselves with the
browser, until they state that they were comfortable andy¢aproceed. The meeting
used for this familiarization session is not one of the E&0&etings used in the
actual task. In fact, it was one of the AMI non-scenario nmegdj this is done so that
the participant will not become familiar with the ES2008 niregs specifically or the
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Experiment contral

Start Experiment I End Experiment J

AMI Meeting ES2008a | AMI Meeting E52008b | AMI Meeting ES2008c | AMI Meeting E52008d 1 Typing mbi

0:00:00 Lb w ®
ES2008a franseription abstrac tive sumary
L1 AND 8150 Tey tend o TNey Tend to be @ Bt CONTUSINg , TNey Ve got too Many butions on =
them uh too too sort of teo sort of complicated when all | really wanna do is switch on and off Abstract
, change the channel , change the volume .
el 2 The meeting was opened and the meeting group talked about the
B! | agree with having too many remotes around . My dad has a whole drawer at home of project, the meating and the project plan. Al mesting participants

remotes for various things , and | don't know how to work half of them um . drew their favourite a"l‘jmi“ W“"Efd'”““;"g thhe roles Oth:E
B: What's important for me , | guess , is that it's easy to use and that there's not too many project pardicipants;ad the Speciiication farthe project ey

buttons , they are not o small , you know you know you need to n to know what you're talked about components, materials and energy sources after they
doing . discussed some issues, They discussed some issues while

B: And one thing | particularly like is if you are not um sort of moving it around to get it to fiscuss g e lnakeanid usebilIy; Theyialkedidbaut meeting

work with the infra-red . Um , | think there is a way around that, but | know in my residence before closing the mesting.
right now the the television you sort of have to walk all around the room to get it to turn on ]

50 i it's just simpler just to just turn around the T_V _ itself , and | think that's [disfmarker] if
we're gonna make a remote control , it should actually work for what it's doing .

D: Yeah ,

C: Yeah .

A: llaugh] Mm-hmm .

B: So [disfmarker]

D: What about like batteries and things like that, like are there some remotes that don don't
require

D: like batteries or do all remotes require batteries 7

A: [other] Um | would imagine all of them , but we could [disfmarker] but it's possible we |

<2 lid

Figure 6.4: Condition ASM Browser

scenario meetings in general before beginning the tasks faimiliarization time is
carried out before the task began so that we could contrahtapossibility that one
condition would have a more difficult learning curve than otieers.

6.3.4 Lodfiles

In each condition of the experiment, we log a variety of infation relating to the
participant’s browser use and typing. In all conditions,lagtranscript clicks, media
control clicks (i.e. play, pause, stop), movement betwaes,tand characters entered
into the typing tab, all of which are time-stamped. In CoiwaitKAM, we log each
keyword click and note its index in the listbox, e.g. the fosturrence of the word
in the listbox. In Conditions EAM and EAA, each click of an edtive summary
sentence is logged, and in the abstract conditions eactaabséntence click is logged
along with its index in the listbox, analogous to the keywooddition. Because there
are not multiple links in the extractive condition — in oterds, each extract sentence
links only to one transcript sentence — there is no needdtixdixes and listbox indices.
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To give an example, the following portion of a logfile from ar@ition AMM task
shows that the participant click on the transcript, playezldudio, paused the audio,
clicked link number 1 of sentence 5 in the Decisions tab ferdlven meeting, then
switched to the typing tab and began typing the word “six.”

2007-05-24T14: 46: 45. 713Z transcript _junp 687.85 ES2008d. sync. 1375

2007- 05- 24T14: 46: 45. 715Z button_press play state nedia_d

2007- 05- 24T14: 46: 45. 715Z button_press play state nedia_d

2007- 05- 24T14: 47: 30. 726Z button_press pause state nedi a_d

2007- 05- 24T14: 47: 30. 726Z button_press pause state medi a_d

2007- 05- 24T14: 47: 52. 379Z MASCOT (observation ES2008d): selected |ink
#1 in sentence #5 of tab ’decisions

2007- 05- 24T14: 47: 53. 613Z tab_sel ection Typing tab

2007- 05- 24T14: 47: 54. 786Z typed_insert s 316

2007- 05- 24T14: 47: 54.914Z typed_insert i 317

2007-05-24T14: 47: 55. 034Z typed_insert x 318

6.3.5 Evaluation Features

For evaluation of the decision audit task, there are thrpegyof features to be ana-
lyzed: the answers to the users’ post-questionnaires, huatags of the users’ writ-
ten answers, and features extracted from the logfiles tleéer® browsing and typing
behaviour in the different conditions.

Upon completion of the decision audit task, we present eadicgpant with a post-
task questionnaire consisting of 10 statements with winelparticipant can state their
level of agreement or disagreement via a 5-point Likertescalch a$ was able to ef-
ficiently find the relevant informatigand two open-ended questions about the specific
type of information available in the given condition and whather information they
would have liked. Of the 10 statements evaluated, some an®mings of others
with the polarity reversed in order to gauge the users’ @escy in answering. See
Appendix A (page 176) for the post-questionnaires in theiirety.

In order to gauge the goodness of a participant’s answer, nkist é&wo human
judges to do botlsubjectiveandobjectiveevaluations. For the subjective portion, the
judges first read through all 50 answers to get a view of thietyaof answers. They
then rate each answer using a 1-8 Likert-scale on critdatimg to the precision, recall
and f-score of the answer. For the objective evaluatioegtmdges construct a gold-



Chapter 6. Extrinsic Evaluation - A Decision Audit Task 107

Post-Questionnaire Human Ratings Logfile

Q1: Ifound the meeting browser intuitive and easy to use  overality task duration

Q2: Iwas able to find all of the information | needed conciseness rst tfiping

Q3: lwas able to efficiently find the relevant information  contgress amount of tabbing
Q4: |feel that | completed the task in its entirety task compnsi@n  perc. buttons clicked
Q5: lunderstood the overall content of participant effort kBgper minute

the meeting discussion

Q6: The task required a great deal of effort writing style medieks

Q7: | had to work under pressure objective rating click/writingrrelation
Q8: | had the tools necessary to complete - unedited length

the task efficiently

Q9: I'would have liked additional information about - edited length

the meetings

Q10: It was difficult to understand the content of the - num. meetings viewed
content of the meetings using this browser

Q11: - - ave. writing timestamp

Table 6.2: Decision Audit Evaluation Features

standard list of items that should be contained in an ideahsary of the decision audit
(see Appendix C, page 182). For each participant answerctieck off how many of

the gold-standard items are contained. Due to the fact tmaegarticipant answers
included written text in paragraph form in addition to rougbtes, summaries with
both notes and text are evaluated twice, first considerirtgetext that was submitted
and a second time considering only the written paragraphie sbmitted. This is

done because it was not clear whether the notes were meamstdbmitted as part of
the answer or were simply not deleted before time had expifed this analysis we
use only the full answers provided, however, to avoid pgtbarselves in the position
of trying to determine whether a participant did or did ndemd to submit certain
pieces of information.

The remainder of the features for evaluation are autonibtidarived from the
logfiles. These features have to do with browsing and wribielgaviour as well as the
duration of the task. These include the total experimengtienthe amount of time
before the participant began typing their answer, the @tabunt of tabbing the user
did normalized by experiment length, the number of clickscontent buttons (e.g.
keyword buttons or extractive summary sentences) per mitloé number of content
button clicks normalized by the number of unique contentdng, number of times
the user played the audio/video stream, the number of coalieks prior to the user
clicking on the writing tab to begin writing, the documenndgh including deleted
characters, the document length excluding deleted cleagsadiow many of the four



Chapter 6. Extrinsic Evaluation - A Decision Audit Task 108

meetings the participant looked at, and the average typingstamp normalized by
the experiment length.

The total experiment length is included because it is asdutinat participants
would finish earlier if they had better and more efficient @sde the relevant informa-
tion. The amount of time before typing begins is includedause it is hypothesized
that efficient access to the relevant information would mian the user would be-
gin typing the answer sooner. The total amount of tabbingissidered because a
participant who is tabbing very often during the experimstikely jumping back and
forth between meetings trying to find the information, irading that the information is
not conveniently indexed. The content clicks are consitibezause a high number of
clicks per minute would indicate that the participant is iimgithat method of browsing
to be helpful, and the number of content clicks normalizethigytotal unique content
buttons indicates whether they made full use of that infdimmesource. The number
of audio/video clicks is interesting because it is hypottexsthat a user without effi-
cient access to the relevant information will rely more hiyaan scanning through the
audio/video stream in search of the answers. The numbemtdébclicks prior to the
user moving to the writing tab indicates whether a conteickat helpful in finding
a piece of information that led to writing part of the answ&ne document length is
considered because a user with better and more efficiensstac¢he meeting record
will be able to spend more time writing and less time seaghBecause the logfiles
show deleted characters, we calculate both the total anodiyying and the length of
the final edited answer in characters. The number of meeéix@sined is considered
because a user who has trouble finding the relevant infoomatiay not have time to
look at all four meetings. The final feature, which is the agertimestamp normal-
ized by the experiment length, is included because a uséreffitient access to the
information will be able to write the answer throughout tloeise of the experiment,
whereas somebody who has difficulty finding the relevantméttion may try to write
everything at the last available moment.

Table 6.2 lists all of the features used for evaluation.

6.4 Results

The following sections present the post-questionnairaltgsthe human subjective
and objective evaluation results, and the analysis of braysehaviours.
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Question KAM EAM EAA AMM ASM
Q1: | found the meeting browser intuitive and 3.8 4.0 3.02um  4.FAAASM 3.7amMm
easy to use

Q2: | was able to find all of the 2.9 wm 3.8 2.9wm 4. 1KAMEAAASM 3 0 um
information | needed

Q3: | was able to efficiently find the 2.8mm  3.4°SM 2.5amM 4 0KAMEAAASM 5 65 AMAMM
relevant information

Q4: | feel that | completed the task 2.3wmm 3.1 2.3 3.5AM 2.9

in its entirety

Q5: | understood the overall content of 3.8 45 3.9 4.1 3.9
the meeting discussion

Q6: The task required a great deal of effort 3.0 2.6AA 3.9:am 3.1 3.2
Q7: | had to work under pressure 3.3 2.6 3.3 2.7 3.1
Q8: | had the tools necessary to complete  3.1gay  4.3KAMEAAASM 3 oy 4.1 3.%AM
the task efficiently

Q9: | would have liked additional 3.0cam  2.0KAM 2.4 2.6 2.7
information about the meetings

Q10: It was difficult to understand the 2.1 1.5-AAASM 2.7eam 2.0 2.%AM

content of the meetings using this browser

Table 6.3: Post-Questionnaire Results
For each score in the table, that score is significantly b#ten the score for any conditions in superscript, and Sagmitly
worse than the score for any condition in subscript.

6.4.1 Post-Questionnaire Results

Table 6.3 gives the post-questionnaire results for eackliton. For each score in
the table, that score is significantly better than the scoremy conditions in super-
script, and significantly worse than the score for any camaliin subscript. The only
significant results listed are those that are significanhatiével (p<0.05) according
to non-paired t-test. Results that are not significant bainanetheless unexpected or
interesting are listed in boldface.

Question 1 For the first post-questionnaire questibfound the meeting browser intu-
itive and easy to us¢he best condition overall is Condition AMM, incorporajin
human abstracts, followed by Condition EAM. There is no gigant difference
between the two conditions. The lowest score is for CorndliBAA. Since the
only difference between Conditions EAM and EAA is manuabusrASR tran-
scripts, it’s clear that ASR alone makes the browser lessgsti-forward and
easy to use for participants.

Question 2 For the second post-questionnaire questiargs able to find all of the in-
formation | neededthe conditions roughly form two groups. Conditions AMM
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and EAM are again at the top, scoring 4.1 and 3.8 respectiwdiile the re-
maining three conditions all score around 3.0. There is goiitant difference
between Conditions AMM and EAM.

Question 3 The third question wakwas able to efficiently find the relevant informa-
tion, and for this criterion the human abstracts are clearly sopeerforming
significantly better than Conditions KAM, EAA and ASM. Cotidn EAM is
second best and not significantly worse than Condition AMM, ib substan-
tially lower on average. Surprisingly, theutomaticabstracts perform worse
than the baseline Condition KAM on this criterion.

Question 4 For question four feel that | completed the task in its entirgtiie scores
overall are somewhat low, indicating the difficulty of theska The best con-
ditions are Condition EAM and Condition AMM with scores ofi3and 3.2
respectively. Condition AMM is significantly better tharetbaseline Condition
KAM. The lack of large differences across conditions regagdhis criterion
confirms that it is a challenging task to complete in the tdlbtime.

Question 5 For question fivel understood the overall content of the meeting discus-
sion the best condition is Condition EAM, extractive on manuahscripts, with
a score of 4.5. While this is several points higher than ellerhuman abstract
condition, there are no significant differences betweertmeglitions for this cri-
terion. Nonetheless, it is very encouraging that the etitraconditions provide
a good overview of the meeting content compared with theratbaeditions.
Even with ASR, Condition EAA fares very well on this critemio

Question 6 For question sixThe task required a great deal of effo@ondition EAM
is again the best with a score of 2.6 (the lower the score, ¢tte). The worst
score, i.e. the highest, is Condition EAA, showing that arRABnscript does
increase the effort required to complete the task compaitéthaving a manual
transcript.

Question 7 Similarly for question seven, had to work under pressuyeCondition
EAM is the best with a score of 2.6 and Condition AMM is coméeawith a
score of 2.7. There are no significant differences betweerdnditions. Con-
ditions KAM and EAA score the worst on this criterion. Thisuoét shows that
extractive summaries can allow users to make efficient ugbesf time, and
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that the presence of errorful ASR transcripts increasepdhtécipants’ sense of
being under pressure to complete the task.

Question 8 For question eight| had the tools necessary to complete the task effi-
ciently, Condition EAM is again the highest with a score of 4.3 foléaby
Condition AMM with a score of 4.1. Condition EAM is significtiy better on
this criterion than Conditions KAM, EAA and ASM. This is geitn encour-
aging result for extractive summarization, as the questioectly addresses the
tools available to the user and the extractive conditione®out on top. Not
only does it perform the best overall, but the score of 4.3uiseghigh on the
1-5 Likert scale, indicating user satisfaction with thevaser content. From this
criterion, we also find that the presence of errorful ASR scaipts decreases
user satisfaction with the tools provided.

Question 9 For the final two questions, Condition EAM again performstibst. For
the question would have liked additional information about the meesingon-
dition EAM is rated with a 2.0 on average, followed by CorwlitiEAA with
a score of 2.4 Thus, the two extractive conditions come oubpnsuperior to
even the human abstract condition.

Question 10 For the questioiit was difficult to understand the content of the meetings
using this browserCondition EAM is rated with a 1.5 on average followed by
Condition AMM with an average score of 2.0 (again, the loviner better for the
last two questions). For this criterion, Condition EAM isxstderably better than
the rest, with significant results compared with Conditie#sA and ASM. The
low score for Condition EAA shows that the incorporation ddR transcripts
does make it more difficult to understand the meetings fotigpants in this
task, but even that score of 2.7 for Condition EAA is not ahtog the Likert
scale as might be expected. These final two questions ieditatt users are quite
satisfied with the information provided by the extractivensoaries and that the
summaries allow them to understand the meetings withouhrdifficulty.

6.4.1.1 Discussion

It can first be noted that participants in general find the tadke challenging, as ev-
idenced by the average answers on questions 4, 6 and 7. Thedasdesigned to
be challenging and time-constrained, because a simplevi#isia plentiful amount of
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allotted time would allow the participants to simply readotigh the entire transcript
or listen and watch the entire audio/video record in ordeetoeve the correct infor-
mation, disregarding other information sources. The taskesigned requires efficient
navigation of the information in the meetings in order todinthe task completely and
on time.

The gold-standard human abstracts were rated highly oragedry participants
in that condition. Judging from the open-ended questiorténpost-questionnaire,
people found the summaries and specifically the summaryestibas to be very
valuable sources of information. One participant remarkéay well prepared sum-
maries. They were adequate to learn the jist [sic] of the mggby quickly skimming
through... | especially liked the tabs (Decisions, Actiogts.) that categorised infor-
mation according to what | was looking for.” As mentionedliearthis gold-standard
condition was expected to do particularly well considetihgt it is a decision audit
task and the abstractive summaries contain subsectiorarthapecifically focused on
decision-making in the meetings.

The results of the post-questionnaire data are quite eagog in that the users
seem very satisfied with the extractive summaries relativibe other conditions. It
IS not surprising that the gold-standard human-authorednsaries are ranked best
overall on several criteria, but even on those criteria Kteaetive condition on manual
transcripts is a close second. For question 5, which retateserall comprehension
of the information in the meetings, extractive summariesrated the highest of all.
Extractive summaries of manual transcripts are also raebdést in terms of the effort
required to conduct the task. But perhaps the most compgehisult is on question 8,
relating to having the tools necessary to complete the tdskonly is Condition EAM
rated the best, but it isignificantly bettethan all conditions except the gold-standard
human abstracts. These results taken together indicdtextractive summaries are
natural to use as navigation tools, that they facilitateaustdnding of the meeting
content, and allow users to be more efficient with their tirieom the viewpoint of
user satisfaction, this result is the best that could be ¢héqe

However, it is quite clear that the errors within an ASR tam present a con-
siderable problem for users trying to quickly retrieve imh@tion from the meetings.
While it has repeatedly been shown that ASR errors do notecpusblems for our
algorithms according to intrinsic measures (Chapters 45anthese errors make user
comprehension more difficult. For the questions relatinght effort required, the
tools available, and the difficulty in understanding the timggs, Condition EAA is
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easily the worst, scoring even lower than the baseline ¢omdi It should be noted
however, that a baseline such as Condition KAM is not a trueeloze in that it is
working off of manualtranscripts and would be expected to be worse when applied to
ASR. As mentioned earlier, the baseline is a challenginglbvesin that respect. Judg-
ing from the open-ended questions in the post-questioesait’'s clear that at least
two participants found the ASR so difficult to work with thaey tended not to use
the extractive summaries, let alone the full transcrigtjing instead on watching the
audio/video as much as possible. For example, one perspongsd to the question
“How useful did you find the list of important sentences froaclke meeting?” with the
comment “Not at all, because the voice recognition techmottid not work properly.
The only way to understand the discussion was to listen tbseguentially, and there
simply wasn't time to do that.” We will analyze users’ bromgibehaviour in much
more detail below. Here we give a brief excerpt from the ASRsary for the fourth
meeting, illustrating the difficulty posed by errorful digue acts:

Speaker D: Could the middle button on the on screen menu function of
the power button?

Speaker B: And then finally we have Um the martian or the pair yeah
right.

Speaker B:Oh it's a bit different a little bit more of a creative feel.
Speaker B: Are you have the on off Foucault stammer on the top.

Speaker B: You have your channel changing volume changing buttons
and your menu button right here in the middle.

These findings regarding the difficulty of human processimf§3R transcripts will
change and improve as the state-of-the-art in speech rigimsgmproves. The finding
also indicates that the use of confidence scores in sumrtiariza desirable. While
summarization systems naturally tend to extract units leitrer WER, the summaries
can likely be further improved for human consumption by coespion via the filtering
of low-confidence words.

6.4.2 Human Evaluation Results - Subjective and Objective
6.4.2.1 Subjective Evaluation

Table 6.4 gives the results for the human subjective anctttgeevaluations. For each
score in the table, that score is significantly better thansttore for any conditions
in superscript, and significantly worse than the score fgr @ndition in subscript.
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The only significant results listed are those that are sicamti at the level (10.05).
Results that are not significant but are nonetheless untgecinteresting are listed
in boldface.

Before beginning the subjective evaluation of decisionitaartswers, the two hu-
man judges read through all 50 answers in order to gauge tietyvaf answers in
terms of completeness and correctness. They then rate eswieon several criteria
roughly related to ideas of precision, recall and f-scosewall as effort, comprehen-
sion and writing style. They use a 1-8 Likert scale for ead®igon. We then average
their scores to derive a combined score for each criteriath Ridges are researchers
at DFKI and neither is the author of this thesis, but both &g familiar with the AMI
corpus data.

Question 1 For the “overall quality” criterion, Condition AMM, incograting human
abstracts, is superior, with an average of 4.85. The wonstlitons overall
are Condition KAM and Condition EAA, each scoring around. 3Bxtracts
of manual transcripts and automatic abstracts are sligiahge than the gold-
standard condition. Condition ASM is rated second besty ZMM.

Question 2 For the evaluation of “conciseness,” the trends are lartjedysame as for
the “overall quality” question. Condition AMM is the besttian average of
4.85, followed by Conditions 4 and 1 with scores of 4.45 ar&bdrespectively.
Condition KAM is easily the worst, performing significantlyorse than every
other condition with the exception of Condition EAA.

Question 3 The pattern is similar for the evaluation of “completeriesgh Condition
AMM faring best of all followed by Conditions ASM and EAM in der. On
this criterion there is a clearer gap between the gold-stahdondition and the
remaining conditions, illustrating the utility of a manuwsdstract for providing
complete coverage of the meeting. Worst for “completenisgSdndition KAM.

Questions 4 and 5For the criteria of “task comprehension” and “participaffoe”,
we find Condition EAM scoring nearly as well as Condition AMMor Con-
dition EAA, incorporating ASR, these scores significantickase, illustrating
the challenge that an errorful transcript poses in termssefsiunderstanding
the task and demonstrating a concerted effort to satisfinfbemation need. Of
course, it is difficult to discern incomprehension or lowoefffrom what could
simply be a difficult task.
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Criterion KAM EAM EAA AMM ASM

Q1: overall quality 3.0amm 4.15 3.0%uMm 4.65AMEAA 43

Q2: conciseness 2.8%AmamMMAsM  4.25AM 3.0%mm 4, 85AMEAA 4 4AM
Q3: completeness 2.55 MM 3.6 2.6MmM 4 A5 AMEAA 3 g

Q4: task comprehension 3.25amamm 5.2KAMEAA 3 65 AmAMM 5.2FAMEAA 47

Q5: participant effort 4.4 5.2EAA 3.7eAmAMMASM  5.3FAA 4.FAA
Q6: writing style 4.75 5.65AA 4.1 AMAMM,ASM 5.75AA 5.8AA
Q7: objective rating 4.25 M 7.2 5.0%MmMm Q.4FAMEAA 7 4

Table 6.4: Human Evaluation Results - Subjective and Objective
For each score in the table, that score is significantly bt the score for any conditions in superscript, and Bagmitly
worse than the score for any condition in subscript.

Question 6 For the evaluation of “writing style”, we find that ConditisgAM, AMM
and ASM are rated similarly, while Condition EAA scores therst. There may
be numerous factors for how ASR affects writing style in tiaisk, but it may
be that users are unable to decipher exactly what is dis¢assksubsequently
their write-ups reflect this partial understanding, or itikcbsimply be that they
have less time to spend on writing because their browsingsss éfficient. We
will examine this latter point in further detail in the logfitesults section below.

What these findings together help illustrate is that extrasiummaries can be very
effective for conducting a decision audit by helping therusegenerate a concise,
complete high-quality answer, but that the introductioM&R has a measurable and
significant impact on the subjective evaluation of qualityterestingly, the scores on
each criterion and for each condition tend to be somewhablothe Likert scale, due
to the difficulty of the task.

6.4.2.2 Objective Evaluation

After the annotators carried out their objective evaluaidhey met again and went
over all experiments where their ratings diverged by moaa tlwo points, in order to
form a truly objectiveand agreed-upon evaluation of how many gold-standard items
each participant found. There were 12 out of 50 ratings ghasneeded revision in
this manner. After the judges’ consultation on those 12spafiratings, each experi-
ment was given a single objective rating. The judges meatidhat they found this
portion of the evaluation much more difficult than the subyecevaluations, as there
was often ambiguity as to whether a given answer contain@ga gold-standard item

or not.
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According to the objective evaluation, Condition AMM is sujr, with an aver-
age more than two points higher than the next best condilibe.worst overall is the
baseline Condition KAM, averaging only 4.25 hits. Howewenjle the worst two con-
ditions are significantly worse than the best overall caadijtthere are no significant
differences between the other pairs of conditions, e.g.d@iomm EAA incorporating
ASR is not significantly worse than Conditions EAM and ASM.esen with an error-
ful transcript, participants in Condition EAA are able tdrieve the relevant pieces of
information at a rate not significantly worse than partiaiggavith a manual transcript.
The quality may be worse from a subjective standpoint, ageeved in the previous
section, but the decision audit answers are still inforvesdind relevant.

For the objective evaluation, in any given condition theseailarge amount of
variance that is simply down to differences between useos.ekample, even in the
gold-standard Condition AMM there are some people who cdy famd one or two
relevant items whilst others find 16 or 17. Given a challeggisk and a limited
amount of time, some people may have simply felt overwhelmeéging to locate the
informative portions efficiently.

Table 6.4 summarizes the human evaluation results for bahsubjective and
objective criteria.

6.4.2.3 Discussion

For the objective human evaluation, the gold-standard itondscores substantially
higher than the other conditions in hitting the importannp®of the decision process
being audited. This goes to show that there is much room fprorement in terms
of automatic summarization techniques. However, ConustieAM, EAA and ASM
average much higher than the baseline Condition KAM. Thewdnsiderable utility
in such automatically-generated documents. It can als@tedlrihat Condition EAM
is the best of the conditions with fully-automatic conteglestion (Condition ASM is
not fully automatic).

Perhaps the most interesting result of the objective etialuas that Condition
EAA, which uses ASR transcripts, does not deteriorateivelad Condition EAM as
much as might have been expected considering the postiguasire results. What
this seems to demonstrate is that ASR errors are annoyitiggarser but that the users
are able to look past the errors and still find the relevamrmftion efficiently. Con-
dition EAA scores much higher than the baseline ConditiorKihat utilizesmanual
transcripts, and this is a powerful indicator that sumnsaokerrorful documents are
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still very valuable documents.

An interesting question is whether participants’ selfrmgé on task performance
correlate with their actual objective performance acaaydp the human judges. To
answer this question, we calculate the correlation betweescores from post-questionnaire
Q4 and the objective scores. The statement Q4 from the pestignnaire is “| feel
that | completed the task in its entirety.” The result is ttiere is a moderate but
significant positive correlation between participant satfings and objective scores
(pearson=0.39,40.005).

6 T T T T T T T T

participant self-rating

0 1 1 1 1 1 1 1 1
0 2 4 6 8 10 12 14 16 18
objective score

Figure 6.5: Objective Scores and Post-Questionnaire Scores

Figure 6.5 shows the relationship between the objectivegsiand participant self-
ratings for all 50 participants. While the positive cortaa is evident, an interesting
trend is that while there are relatively few people who sdughly on the objective
evaluation but score low on the self-ratings, there arerantanber of participants who
have a low objective score but rate themselves highly on ds-guestionnaire. A
challenge with this type of task is that the participant dympay not have a realistic
idea of how much relevant information is out there. Afteriesting four or five relevant
items, they may feel that they’'ve completed the task entir€his result is similar to
the finding by Whittaker et al. (2008), mentioned in the dgston of previous work,
where participants often feel that they performed bettan they really did.

6.4.3 Extrinsic/Intrinsic Correlation

In order to determine whether available intrinsic evalmatmetrics predict the dis-
crepancy in ratings between manual and ASR transcriptscare she extractive sum-
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Metric Man ASR
Objective 7.2 5.05
PQ4 31 24
ROUGE-2 055 0.41
ROUGE-SU4 057  0.47
Weighted F 048  0.46

Table 6.5: Comparison of Extrinsic/Intrinsic Scores

Feature KAM EAM EAA AMM ASM
Q1: duration 45.4 43.1 45.4 45.42 43.2
Q2: first typing 16.25 13.9 17.14 8.61 10.22
Q3: tabbing 0.98 0.8fMM g 7AMM l4eamean 113
Q4: perc. buttons clicked 0.39 0.11 0.08 0.08 0.18
Q5: clicks per minute 1.33 2.24 1.47 1.99 0.83
Q6: media clicks 15. £/ 14.FP  40.4pveavavm  16.6°4 20.6
Q7: click/writing corr. 0.03 0.01 0.01 0.01 0.01
Q8: unedited length 1400 1602 1397 2043 1650
Q9: edited length 1251 1384 1161 1760 1430
Q10: num. meetings 3.9 4.0 3.9 4.0 4.0
Q11: ave. writing timestamp 0.68 0.73 0.78vM.ASM 0.65-AA 0.65AA

Table 6.6: Logfile Feature Results
For each score in the table, that score is significantly bt the score for any conditions in superscript, and Sagmitly
worse than the score for any condition in subscript.

maries in both conditions using ROUGE and weighted f-scbog.the ROUGE eval-

uation, gold-standard human extracts are used as the meéeseimmaries (multiple
human abstracts are lacking for this particular meeting $#OUGE is run with the

standard DUC parameters. Figure 6.5 shows the results & th&insic evaluations
along with the objective human results and post-questioarstéatement Q4, “I feel

that | completed the task in its entirety.” All metrics do sha decline on ASR com-
pared with manual transcripts for these four meetings. Tifierence in scores is most
pronounced with ROUGE-2, while weighted f-score shows #ast decline on ASR.
This is likely due to the fact that ROUGE evaluations areiedrout at the n-gram
level while weighted f-score works only at the dialogue &stel. Weighted f-score
does not directly take ASR errors into account; the impaét®R is on whether or not
the error-filled dialogue acts are extracted in the first@lac
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6.4.4 Lodgfile Results

Table 6.6 gives the results for the logfiles evaluation. Famhescore in the table,
that score is significantly better than the score for any tmmd in superscript, and
significantly worse than the score for any condition in sulpscThe only significant
results listed are those that are significant at the leveD(p5). Results that are not
significant but are nonetheless unexpected or interestentisted in boldface.

Feature 1 One result that was not anticipated is that almost all ppdids take the
full 45 minutes to complete the experiment. There are noifsigint differences
between the conditions on this criterion, though Condi&xM has the low-
est average task duration at 43 minutes. One hypothesiatipdid volunteers
want to do as thorough of a job as possible and so remain farttiety of the
allotted time even if they have finished the bulk of the expent earlier. This
is backed anecdotally by participants reporting afternwahat “you can always
use more time,” suggesting that answers can always be redir@dwhen near
completion. More generally, it turned out to be a challeggisk to complete
in 45 minutes, regardless of condition. In hindsight, ithyagrs would have been
better to provide a longer amount of time in the hope thaediifices between
conditions would become more evident in terms of task domati

Feature 2 The second feature is the amount of time before the participegan typ-
ing the answer. Condition AMM is best overall with an avertigee of 8.6 min-
utes. Condition ASM is next best with 10.225 minutes, CaodiEAM with
13.9 minutes, Condition KAM with 16.25 minutes and ConditiBAA with
17.137 minutes. However, there are no significant diffeesrimetween condi-
tions. It is nonetheless clear that human abstracts allewsders to quickly
index into the relevant portions of the meeting and begirimgithe decision
audit answer quite quickly.

Feature 3 The results of the third feature are surprising. The medribe total amount
of moving between browser tabs, normalized by the lengtthefexperiment.
The intuition behind the inclusion of this feature is thagrsswho have efficient
access to the relevant, important information will not néedontinually tab
back and forth between the browser tabs, searching for foemiation. The
best (i.e. lowest) score overall is Condition EAA, extreetsummaries on ASR
transcripts, followed by Condition EAM, extractive summearon manual tran-
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scripts. The worst overall is Condition AMM, human abstsactConditions
EAM and EAA are significantly better than Condition AMM.

Features 4 and 5The fourth and fifth features relate to the number of clickson-
tent items, e.g. keyword clicks or extractive summary dickhe fourth feature
normalizes the number of clicks by the total number of conberttons. For ex-
ample, if five unique keyword buttons were clicked out of agploie 20, the score
would be 0.25. The fifth feature normalizes the number of@ointlicks by the
length of the experiment, i.e. it represents the numberickglper minute. For
the fourth feature, Condition KAM is the best overall with average score of
0.386, significantly better than Conditions EAA and AMM. Fboe fifth feature,
Condition EAM is best overall with an average of 2.24 contdicks per minute,
followed by Condition AMM with an average of 1.993. ConditidSM is the
worst with an average of 0.831. There are no significant idiffees between
conditions. The fifth logfile feature is more likely to be eddle than the fourth,
as the number of keywords for each meeting is only 20 and dtssarprising
that the percentage of buttons clicked is higher than foother conditions. The
clicks-per-minute result is interesting for two reasondracts are used for navi-
gation with considerably more frequency than the other g, and there are
very few navigation clicks in Condition ASM, incorporatiagtomatic abstracts.
We find that with extracts on ASR, users click the extractedodjue acts less
often than on manual transcripts, but still more often thm@onditions KAM
and ASM.

Feature 6 The sixth feature is the number of media clicks, i.e. the nemnds times
the user played the audio/video. The best condition is GamdEAM, followed
by Condition KAM. The most interesting and dramatic reshtiyvever, is that
Condition EAA, extractive summarization on ASR, is much sethan all the
other conditions. Whereas the average number of mediasctamkCondition
EAM is 14.4, for Condition EAA itis 40.4. This illustratesahthe errorful ASR
transcripts cause the users to rely much more heavily onuthie/aideo stream.
Participants in Condition ASM also rely more on the audidéd streams than
participants in the top three conditions.

Feature 7 The seventh feature is the proximity of content clicks tatiwg tab clicks.
Condition KAM is best overall, but there are no significarffetences between
conditions. It seems to simply be a rare occurrence for atosdick a content
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item and began writing soon afterwards. More likely, thaglch content item
and navigate to that part of the meeting, study the transicrimore detail, and
finally synthesize the information in the writing tab.

Features 8 and 9 The eighth and ninth features relate to the length of the'siaer
swer. For feature eight, the unedited answer length, Camnd&AMM is best
overall with an average character length of 2043.2. The werthe baseline
Condition KAM with an average of 1399.6. Interestingly, tbe ninth feature
- edited answer length - the scores are much closer. CondiidM is still the
best overall with an average length of 1760.6, but CondiKé&mM is 1251.1.
This illustrates that users in Condition AMM have much maoneetfor editing
and refining their answers. They might begin by writing eti@ing they find that
seems relevant, then they condense or combine informatrdhé final answer.

Feature 10 The tenth feature is the number of meetings the user lookethat intu-
ition is that if a given condition is not very efficient in theawthat it presented
information, users might not have time to look at all the ddtareality, how-
ever, almost all participants looked at all of the meetirayg] so there are no
differences on this criterion.

Feature 11 The final feature is the average location within the 45 mimegod of
the user typing. That is, it is the average of the timestangpsalized by the
initial timestamp. The intuition is that users in a conditith more efficient
access to information will do more typing early on in the expent, whereas
a person in a condition with an inefficient browser would beéa to do much
of the writing at the end of the experiment. Condition AMM waest overall
with a score of 0.650, whereas Condition EAA was the worshwitscore of
0.725. Participants with access to a human summary are @die the bulk of
their writing earlier on in the experiment, whereas paptgcits using an ASR
transcript do much of their writing towards the end of theexxpent. In the
latter case, this leaves them less time for revision, whsgbrésumably related
to the low writing quality scores presented in the previceison on subjective
evaluations.
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6.4.4.1 Discussion

It is difficult to derive a single over-arching conclusiomrn the logfile results, but
there are several interesting results on specific logfilaifea. Perhaps the most in-
teresting is the dramatic difference that exists in termeebfing on the audio/video
record when using ASR. The average number of media clicksiwiseng extractive
summaries on manual transcripts is only just above 14, betwapplied to ASR this
number is over 40 clicks. This ties together several intergsesults from the post-
questionnaire data, the human evaluation data, and théelalgfia. While the ASR
errors seem to annoy the participants and therefore affieat tiser satisfaction rat-
ings, they are nonetheless able to employ the ASR-based atiesto locate the rele-
vant information efficiently and thereby score highly acling to the human objective
evaluation. Once they have indexed into the meeting retbey,then rely heavily on
the audio/video record presumably to disambiguate theglis act context. It isot
the case that participants in this condition used only titeatvideo record and disre-
garded the summaries, as they clicked the content items ofterethan in Conditions
KAM and ASM (Q5). Overall, the finding is thus that ASR errore annoying but do
not obscure the value of the extractive summaries.

It is also interesting that both extractive conditions léagarticipants needing to
move between meeting tabs less than in other conditions. é#ioned above, the
intuition behind the inclusion of this feature was that aéowumber would be better
because it meant the user was finding information efficielttywever, it's surprising
that Condition EAA scored the “best” and Condition AMM the dwgt.” It may be
the case that participants in Condition AMM felt more fregump around because
navigation was generally easier.

Many of the logfile features confirm that the human abstralt-gtandard is diffi-
cult to challenge in terms of browsing efficiency. Users iis tondition begin typing
earlier, write most of their answer earlier in the task, &tdnger answers, and have
more time for editing.

6.5 General Discussion

Overall these results are very good news for the extractivensarization paradigm.
Users find extractive summaries to be intuitive, easy-®-arsd efficient, are able to
employ such documents to locate the relevant informatiantimely manner accord-
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ing to human evaluations, and users are able to adapt tlusisbrg strategies to cope
with ASR errors. While extractive summaries might be fanfravhat people concep-
tualize as a meeting summary in terms of traditional meetimgutes, they are intuitive
and useful documents in their own right.

Specifically, we have found that users in Condition EAM ang/\&atisfied with the
tools at their disposal, with the efficiency and intuitivea®f the browser setup, and
their ability to rapidly find the relevant information. Cdtidn EAM is the superior
condition for several post-questionnaire criteria, suel&, which asks whether the
user has the tools necessary to find the relevant informafiariently. In Condition
EAA, incorporating ASR, users reported that they undestihe overall content of
the meeting discussions and did not desire any additiof@inration, giving positive
ratings compared with other conditions. The ASR did, howeaféect their efficiency
and ease-of-use ratings.

For the subjective human evaluation, the gold-standardlfion AMM was rated
the best on nearly all criteria, but was challenged by CaodiEAM on several of
them, including the criteria of task comprehension andigpgnt effort. Condition
EAM also had high scores for overall quality, conciseness eampleteness com-
pared with Condition AMM. While the answers in Condition EAvere scored more
severely in the subjective evaluation, the hurojectiveevaluation showed that par-
ticipants working with ASR were still able to locate the kelat pieces of information
at a rate not significantly worse than participants usingumbatranscript extracts.

Finally, there are a couple of especially interesting tisfubm the logfiles analysis.
First of all, participants in Condition AMM are able to answiee question earlier in
the experiment than participants in Condition EAA. Secgratticipants in Condition
EAA rely much more on the audio/video streams than partidgpan other conditions.

Perhaps the most interesting result from the decision aweitall is regarding the
effect of ASR on carrying out such a complex task. While pgstints using ASR
find the browser to be less intuitive and efficient, they nbaletss feel that they un-
derstand the meeting discussions and do not desire adalitrdormation sources. In
a subjective human evaluation, the quality of the answefSdndition EAA suffers
according to most of the criteria, including writing stylajt the participants are still
able to find many of the relevant pieces of information accwydo the objective hu-
man evaluation. We find that users are able to adapt to efroaiuscripts by using
the summary dialogue acts as navigation and then relyinditmare on audio/video
for disambiguating the conversation in the dialogue actexdnExtractive summaries,
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even with errorful ASR, are useful tools for such a complesktgarticularly when
incorporated into a multi-media browser framework.

There is also the possibility of creating browsing inteefathat minimize the user’s
direct exposure to the ASR transcript. Since we found in @rap!} (page 48) and 5
(page 81) that ASR does not pose a problem for our summamezatgorithms, we
could locate the most informative portions of the meetind present the user with
edited audio and video and limited or no textual accompaninte give one example.

Further regarding how one might minimize the impact of ASRx, an interesting
study would be to have human annotators perform extractivegarization on ASR
transcripts, rather than our current method of mapping sutotations from man-
ual transcripts on to ASR transcripts. It might be the case limans would select
markedly different subsets of dialogue acts from an ASRsirapt than they would
from a manual transcript, and studying these differencetddaform future work on
automatic extractive summarization of ASR output.

6.6 Conclusion

We have presented an extrinsic evaluation paradigm forutereatic summarization
of spontaneous speech in the meetings domain: a decisidintasid This represents
the largest extrinsic evaluation of speech summarizatiodate. In each condition
of the experiment, users were able to utilize the derivederdrin order to find and
extract information relevant to a specific task need. Thegelgrpositive results for
the extractive conditions justify continued research as summarization paradigm.
However, the considerable superiority of gold-standasdrabts in many respects also
support the view that research should begin to try to britigaegap between extractive
and abstractive summarization (Kleinbauer et al., 2007 Chapter 7 (page 126) we
present work relevant to that challenge.

It is widely accepted in the summarization community tharéhshould be in-
creased reliance on extrinsic measures of summary qudlitg. hoped that the de-
cision audit task will be a useful framework for future exation work. For devel-
opment purposes, it is certainly the case that intrinsicsuess are indispensable: as
mentioned before, in this work we use intrinsic measurevatuate several summa-
rization systems against each other and use extrinsic mesagujudge the usefulness
of the extractive methods in general. Intrinsic and exicimsethods should be used
hand-in-hand, with the former as a valuable developmemttod predictor of useful-
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ness and the latter as a real-world evaluation of the statieeoart.



Chapter 7

The Extractive-Abstractive
Continuum: Meta Comments In

Meetings

7.1 Introduction

The vast majority of automatic summarization work on botkesin and text to date has
beenextractivein nature. The reasons are that such techniques are dontependent,
do not require a deep understanding of the source docuneaut@® do not require a
generation component. Jones (1999) has described the giratiza process as con-
sisting ofinterpretation transformationandgeneration and in that framework most
extractive summarizers can be thought of as only engagitigerfirst step of inter-
preting the source document, though extraction itself ¢qédrhaps be considered
a much simplified transformation stage. The research dmstin this chapter lays
groundwork for the second two steps by exploring properdfespontaneous speech
conversations that may aid summarization of a more absteagriety.

One characteristic adbstractivesummaries of meetings is that they are normally
written from a fairly detached perspective, describingrieeting discussions either
from an outsider’s perspective or in a manner that synteesize important points of
the discussion into a form easily understood by a third paftyese can be deemed
“high-level” summaries because they give a general anddrimav of what transpired
in the discussion. In contrast, extractive summaries otimgeare comprised of state-
ments actually taken from the meeting discussions theraselecause of this, the
summaries naturally lack the same level of perspectiveahstracts have; they indi-

126
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cate what was being discussed at a particular point in tirdevaay be quite specific or
technical. In contrast to abstracts, then, they are “lovellesummaries. Among the
drawbacks of these low-level extracts are a loss of coherehen a low-level unit is
removed from its original context, and a general lack of infation richness. It might
take two dozen dialogue acts to express the same informadione or two high-level
abstract sentences.

To give an example of these differences, the general ab$tracne AMI meeting
(ES2008a) contains the sentence “The team members didctiss®ption of com-
bining remotes and how to produce a remote which is capalderdfolling multiple
devices.” There are twelve dialogue acts in the meetingelinio that single abstract
sentence, one of which is the statement “If it's just a tedi@n that - it's a bit simpler.”
A person familiar with the topic or with the group might egidie able to surmise what
was being discussed at that point, but it is not entirelyrglest from reading that dia-
logue act in isolation. In contrast, if we extracted the aljmie act wherein the project
manager says “Like your question earlier, whether this isgto be for television,
video or etcetera. Just for television. That's what we'reufsed on” then the meaning
is much more clear, and more information is contained indkte dialogue act than in
the former. Specifically, the project manager has refewwdadw-level issues in a high-
level manner, by explicitly referring to the discussion déinel subsequent decision that
was made.

This work examines how dialogue acts in spontaneous sposeversations in
the meetings domain vary between low-level and high-legehments. And we are
specifically interested in detecting what we call “meta’ldgaie acts, where the di-
alogue acts are not simply high-level in terms of referriaghte discussion flow but
are also informative in that they synthesize relevant disicun points in a more high-
level manner. We also examine how meta dialogue acts caridrenative in differing
ways - for example, some relate to decisions that have beele mhbile others con-
cern work that remains to be done. The advantages of clasgififalogue acts into
classes of meta and non-meta comments is that we can createasies which are
more abstractive in their perspective. This is desirabteévi@ reasons: the dialogue
acts comprising such summaries are likely to be more cohereen extracted from
their original contexts and concatenated with other infative dialogue acts, and they
are also more likely to lend themselves to further integireh and transformation so
that we can ultimately form abstracts more analogous to nuabatracts.
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7.2 Experimental Setup

This section describes the annotation scheme used forifglagsdialogue acts as
“meta” or not, and gives a general overview of the experirmlesgtup.

7.2.1 Annotation

One set of annotations that could be to relevant to detentgtg comments in meeting
speech are theeflexivityannotations for the AMI corpus. A dialogue act is considered
to be reflexive if it refers to the meeting or discussion ftsé/hereas some dialogue
acts refer to the task at hand, such as determining theacgfbr the remote control,
other dialogue acts feature content about how the gapmpoacheshe task. However,
on closer inspection, the reflexivity annotation proveseartsufficient and less than
ideal on its own. Many of the dialogue acts deemed to be rgBeansist of statements
like “Next slide, please.” and “Can | ask a question?” in &ddi to many short
feedback statements such as “Yeah” and “Okay.” These agantitularly informative
or interesting, despite referring to the flow of discussiom &igh level. They refer
to trivial aspects of the conversation rather than generahwews of the discussion
content. We are not interested in identifying dialogue #latd arepurely about the
flow of discussion, but rather we want to detect dialogue #ws refer to low-level
issues in a high-level way. For example, we would find theogjaé act “We decided
on a red remote control” more interesting than the dialogélaet's move on”.

In light of these considerations, we created a novel laiggicheme for meta dia-
logue acts, using several sources of existing annotatgether in order to form a new
binary meta/non-meta annotation for the corpus. We nowidena dialogue act to be
a “meta” dialogue act if it meets at least one of the followomgditions:

e ltis labelled as both extractive and reflexive.

e It is labelled as extractive and links to the “decisions” potion of the ab-
stract.

e Itis labelled as extractive and links to the “actions” portion of the abstract.

e It is labelled as extractive and links to the “problems” portion of the ab-
stract.
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The first condition is the ideal class, but it does not occteroin the training data,
perhaps four or five such dialogue acts per meeting on avefBge remaining con-
ditions use the annotation that links extractive dialogcts &0 abstract sentences, as
described in Chapter 3 Section 3.3.2 (page 28). The humadraatssare divided into
four sections: a general abstract summary, and then sedéiballed “decisions”, “ac-
tions”, and “problems.” The “decisions” section relatey decisions that were made
in the meeting. The “actions” section relates actions thettewset out in the meeting
such as specific work to do before the next meeting, and tlabfpms” section details
any problems that the group encountered in the meeting. fithéion behind using
the dialogue act links to those three abstract subsectiotigt areas of a discussion
that relate to these categories will tend to indicate whieeediscussion moves from
a lower level to a higher level. For example, the group migbtuks technical issues
in some detail and then make a decision regarding thosesissuset out a course of
action for the next meetings. We believe that there is enamaghmonality between
these conditions that they can form a coherent class togétioeigh it does make for
noisy training data since we are conflating several setsroftations.

Since dialogue acts related to decisions, actions andgmabare based on links to
particular sections of the human abstract, it is worth rgirig the instructions given
to the human annotator when writing the abstract. The ingtms for the “decisions”,
“problems” and “actions” sections are as follows:

e DecisionsName all decisions that were made during the meeting. Pleatse
that only task-oriented decisions should be included, @lge remote is going to
be yellow”, while meta-decisions, like “The program managecided to listen
to the designer’s opinion first”, should not be consideredu ¥an write this
section in fragmented text, instead of forming a cohereragraph.

e Issues/ProblemsName the problems or difficulties that occurred during the
meeting. All problems and/or questions that came to theasaréind remained
open should be noted in this slot. So should issues that thggnanaged to
solve, if it seems that an amount of time and effort was neealddal with them.
You can also write this section in fragmented text, instdddrmning a coherent
paragraph.

e Actions Name the next steps that each member of the group will takkthat
next meeting. You can write this section in fragmented tiestead of forming
a coherent paragraph.
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Note that when annotators are labelling decision dialogi® #éhey are instructed
not to include meta-decisions such as “The program managmdel to listen to the
designer’s opinion first”. This does not present a problenofo research, and in fact
that stipulation is desirable for us. We are not interestedecisions that are purely
about the flow of the meeting, but rather decisions concgrtiia group task.

This work focuses solely on the AMI data, for two reasons:1@@l data does not
contain the “reflexivity” annotation, and the ICSI abstsdgave slightly different sub-
sections than the AMI abstracts. Meta dialogue acts comstiéss than four percent of
the total dialogue acts in the AMI training set; this is in trast to the work in Chapter
5, where the positive class represented nearly 15% of thedmtlogue acts.

7.2.2 Supplementary Features

The experiments described in this chapter use the samadsalatabase as used in
Chapter 5 (page 68), but we also add two more lexical feathedsare hypothesized
to be of use for this classification task. The first new featsirine number of filled
pauses in each dialogue act. This is included because thecylud speech might
change at areas of conversational transition, perhapsdimg more filled pauses than
on average. These filled pauses consist of terms such as“wh”, “erm”, “mm,”
and “hmm.”

The second new feature is the presence of abstractive or cuetgords, as au-
tomatically derived from the training data. In Chapter 4 emt-weighting, we in-
vestigated the usefulness of cuewords for summarizatieati& 4.2, page 57). This
current chapter explores a more specific type of cueword,used the presence of
these cuewords as a feature in a machine-learning frame&onke we are trying to
create summaries that are somehow more abstract-likenaee high-level, we exam-
ine terms that occur often in the abstracts of meetings lsgtdéten in theextractsof
meetings. We score each word according to the ratio of thesé&réquencies,

TF(t,))/TFE(t,k)

whereTF(t, j) is the frequency of ternh in the set of abstract§ from the training
set meetings and F(t.k) is the frequency of term in the set of extract& from the
training set meetings (see Chapter 4 Section 4.1.1, pag®Bthe function defini-
tion). This ratio is multiplied by the term’s frequency irettraining data abstracts so
as to avoid small sample sizes. These scores are used toh@mkotds from most
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Feature ID Description
ENMN mean energy
FOMN mean FO
ENMX max energy
FOMX max FO
FOSD FO stdev.
MPOS meeting position
TPOS turn position
DDUR d. act duration
PPAU precedent pause
SPAU subsequent pause
UINT uninterrupted length
WCNT number of words
DOMD dominance (d. acts)
DOMT dominance (seconds)
ROS rate of speech
Sul su.idf sum
TFI tf.idf sum
ACUE abstractive cuewords
FPAU filled pauses

Table 7.1: Features Key

abstractive to least abstractive, and we keep the top 50smasaur list of high-level
terms. Appendix B (page 179) lists the top 50 cue terms derik@m the training
data. The top 5 abstractive cuewords are “team”, “grougdetsalist”, “member”, and
“manager” (these represent stems, and so “group” will maobups” and “grouped”,
etc.). Unlike the work described in Chapter 4 Section 4.2engtwe began with a list
of cuewords that were hypothesized to be informative, tbaseords are learned en-
tirely from the data. As a consequence, the list of termsmsesghat noisier and also
contains a few terms that are specific to the domain of the AMi¢timgs. For exam-
ple, one word on the list of top cuewords is “remote.” It mayist seem surprising
that this word would occur much more often in abstracts thaxtracts, but it is most
likely due to the fact that in meetings participants willesftrefer to the remote using
pronouns or otherwise refer indirectly. The vast majorityhe abstractive cuewords
are not specific to this corpus.

For both the manual and ASR feature databases, each diaeogtleen has a fea-
ture indicating how many of these high-level terms it camsai

Table 7.1 lists the 19 features and their IDs for ease of eafss.
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7.2.3 Summarization Experiments

We again build a logistic regression classifier by trainingtee AMI training data, as in
Chapter 5, this time incorporating 19 features instead oFEature subset selection is
carried out as before. The classifier output for the testaeted to create summaries of
700 words length, which we evaluate using two separateritiateons of the weighted
precision/recall/f-score method described earlier. Tassifier itself is evaluated using
the ROC and AUROC measures.

7.3 Evaluation

We use several types of evaluation for these new summaviesiniplementations of
weighted precision/recall/f-score based on new and olchetive labelling schemes,
as well as evaluation using ROUGE, which does n-gram compabetween machine
summaries and reference gold-standard summaries.

7.3.1 Weighted Precision With New Extractive Labels

The new weighted precision/recall/f-score evaluatiohésdame as the old method but
simply using new labels based on the criteria for extraafiescribed above. So, many
dialogue acts which were previously considered extracigenow considered non-
extractive. The positive class is a very small subset of tiggral positive class. This
evaluation measures how much these relatively short suresnacorporate dialogue
acts related to decisions, actions, problems and reflgxivit

7.3.2 Weighted Precision With Old Extractive Labels

We also evaluate the summaries using the original formanadf weighted precision/recall/f-
score, with the previous extractive/non-extractive lapsimply for comparison with

the results of previous chapters. It is not expected thahéve meta summaries will

fare as well using the original formulation of the metricpe@ the vast majority of
extract-worthy dialogue acts are now considered membetiseohegative class and

the evaluation metric is based on the previous extractiregxtractive labels, but the
results are included out of interest nonetheless.
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7.3.3 ROUGE

Our research until now has not utilized the ROUGE metrictlpaecause of negative
correlations with human judgements found in previous wadvkirfay et al., 2005b,
2006), and also because the multiple human extracts alfgadyde sufficient gold-
standard evaluations, but we use ROUGE evaluation in ttapteln because it seems
very applicable to the task at hand. We are aiming to credtaasx that are more
abstract-like, and ROUGE compares a machine summary tepteutiuman abstracts.
It is hypothesized that ROUGE will be sensitive to the defeces between this new
type of summary and the summaries created previously thet ased purely on
informativeness rather than perspective.

We use ROUGE-1.5.5 and focus on the ROUGE-2 and ROUGE-SUdcseds
described in Chapter 3 Section 3.5.4.2 (page 34), which pesxgously been found
to correlate well with human judgements in the DUC summaéionaasks (Lin, 2004;
Dang, 2005). We calculate precision, recall and f-scoreefmh, and ROUGE is run
using the parameters utilized in the DUC conferences, gomwal of stopwords:

ROUGE-1.55.pl-n2-x-m-24-u-c95-r1000-fA-p 0.5-t0 -éas

These parameters indicate that ROUGE-2 and ROUGE-SU4 dre ¢alculated,
with stemming and removal of stopwords, that precision acdlt are weighted equally,
and that the confidence interval is 95%.

For each meeting in the AMI test set, there are two gold-stehHuman abstracts
used for comparison. Ideally we would like several refeeesiemmaries per meeting,
but additional human abstracts have yet to be created ®ctmpus.

7.4 Results

In this section we provide an overview of the various evatuatesults and a detailed
analysis of the features used.

7.4.1 Classification Results

When training on the manual transcript aligned databasepftimal feature subset
is 13 features, which excludes mean FO, position in the sg&akurn, precedent
pause, both dominance features, and filled pauses. The bedeétures in order
aresu.idf dialogue act word-countf.idf, dialogue act duration, and uninterrupted du-
ration. Whereas in Chapter 5 Section 5.6.1 (page 78) we fthatdhe optimal subset
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for summarization of manual transcripts was 17 featuresfineehere that there are
fewer features that are useful for discerning high-levidnmative dialogue acts from
dialogue acts that are either uninformative or informativelow-level.
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Figure 7.1: f statistics for AMI database features

When training on the ASR aligned database, the optimal feaubset is the en-
tirety of the 19 features. The best five features in ordersar&{ word-counttf.idf,
dialogue act duration, and uninterrupted duration, theesasrfor manual transcripts.

Figure 7.1 gives the histograms for the featdirstatistics using both the manual
and ASR databases.

The ROC curves for the logistic regression classifier agpbehe 20-meeting test
set are shown in Figure 7.2, for manual and ASR. For manualAthROC is 0.843.
For ASR, the AUROC is 0.842. Chance level classification waxhibit an AUROC
of around 0.5, represented by a diagonal ROC curve from (& (D),0) as the posterior
probability threshold increases.

This result is very encouraging, as it shows that the classi@n discriminate
between high-level informative dialogue acts on the onalhand dialogue acts that
are either uninformative or are informative but low-leveltbe other hand. Given that
we created a new positive class based on whether or not ggd&lact satisfies one
of four criteria, and that we consider everything else asitieg, this result shows that
dialogue acts that meet at least one of these extractiarierdo have characteristics in
common with one another and can be discerned as a separapefignm the remainder.

Appendix E (page 187) provides sample meta and non-meta awrouatput for
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AMI meeting TS3003c.
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Figure 7.2: ROC Curves for LR Classifiers on AMI data

7.4.2 Features Analysis

As with Chapter 5 Section 5.6.1.1 (page 80), we could likentvkhow various feature
subsets can perform relative to the full feature set clasgifin. We already know
from Section 7.4.1 that the optimal sets are 13 and 19 feaforemanual and ASR,
respectively, but it is nonetheless interesting to inspeut certain classes of features
contribute to classification performance and how well theyd their own.

The feature classes are the same as in Chapter 5, but withidlzeltlitional features
of filled pauses and abstractive cuewords underleékieal category along with the
previously-used term-weight features:

e Prosodic features The features of energy, pitch, pause, and rate-of-spéech,
a total of 8 features.

e Length features The features of total dialogue act length, uninterrupéegth,
and dialogue act duration, for a total of 3 features.

e Speaker features The two features of speaker dominance are considered as a

class of their own.

e Structural features: There are two structural features: the position of the dia-

logue act in the meeting and the position in the speakers.tur

e Lexical features Abstractive cuewords, filled pausésidf andsu.idf
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Table 7.2: AUROC Values, Manual Transcripts

Figure 7.2 shows the ROC curves for each feature subsetdon#inual database.
The AUROC for prosodic features is 0.734, for speaker festig is 0.524, for struc-
tural features it is 0.611, for length features it is 0.81# &r term-weight features
the AUROC is 0.826. We find that no individual subset matchesctassification per-
formance found by using the entire feature set, but thatrakgkasses exhibit credible
individual performance. The length and term-weight feaguare clearly the best, but
again we find that prosodic features alone can discern tHasses to a respectable
degree.

Figure 7.3 shows the ROC curves for each feature subsetdoA8R database.
The AUROC for prosodic features is 0.67, for speaker featiges 0.55, for structural
features it is 0.632, for length features it is 0.811 and &mtweight features the
AUROC is 0.820. The trend is largely the same as above: nweithdil feature type is
better than the combination of feature types. The prindiféérence is that prosodic
features alone are worse on ASR and term-weight featureabemet the same as on
manual. A similar finding was reported in Chapter 5 Sectidh151 (page 80). It
seems counter-intuitive perhaps that prosodic featuresslaghtly worse and term-
weight features are the same or slightly better on noisy A8R,dout the prosodic
features depend on word segmentation and so can degradedivenemmre ASR errors.
For example, insertions might lead to taking FO readingsreviieere are no words,
resulting in skewed FO ranges.

The meta dialogue acts can be characterized as having higgen energy and
pitch levels, much higher maximum energy and pitch leveld,@gher pitch standard
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Table 7.3: AUROC Values, ASR Transcripts

deviation. They tend to occur later in the meetings, a findiad is the opposite of

findings in Chapter 5, wherein generally informative dialedacts are slightly more
likely to occur early on in a meeting. They are on averagedvas long in duration

as other dialogue acts, with much longer precedent pauseseTs less likely to be

subsequent pause - in fact, there tends to be speaker oaettapend of meta dialogue
acts. Thus, the uninterrupted duration is much shorter erege than the full duration,
but still more than twice as long on average than non-metaglia acts. The dialogue
acts are much longer in terms of words, averaging nearly Ldippgue act. They are
more likely to be uttered by the dominant speaker in the mgeticcording to both

dominance criteria. The rate-of-speech is much faster filiatine negative class. For
both term-weighting criteria, the positive class scoreglmigher on average - nearly
three times as high as the negative class. Meta dialoguagctauch more likely to

have abstract cuewords, but only slightly more likely todnéiled pauses.

7.4.3 Evaluating Summaries

Table 7.4 presents the weighted f-scores using the novelaixte labelling, for the
new meta summaries as well as for the summaries created ahdtd in Chapter
5. For manual transcripts, the new summaries outperforneltheummaries with an
average f-score of 0.17 versus 0.12. The reason for the sowerall being lower
than the f-scores reported in Chapter 5 using the originah@idation of weighted
precision/recall/f-score is that there are now far fewesifdee instances in each meet-
ing since we are restricting the positive class to the “mstaiset of informative dia-
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Meet NonMeta-Man  NonMeta-ASR  Meta-Man  Meta-ASR

ES2004a 0.08 0.07 0.10 0.11
ES2004b 0.04 0.0 0.04 0.06
ES2004c 0.11 0.1 0.22 0.18
ES2004d 0.24 0.18 0.10 0.20
ES2014a 0.19 0.28 0.22 0.31
ES2014b 0.04 0.01 0.10 0.09
ES2014c 0.09 0.12 0.16 0.15
ES2014d 0.14 0.19 0.17 0.17
1S1009a 0.21 0.28 0.35 0.36
1S1009b 0.04 0.06 0.10 0.13
1S1009¢ 0.0 0.0 0.22 0.21
1S1009d 0.14 0.23 0.11 0.08
TS3003a 0.26 0.22 0.27 0.23
TS3003b 0.10 0.12 0.18 0.25
TS3003c 0.03 0.18 0.28 0.30
TS3003d 0.12 0.18 0.14 0.14
TS3007a 0.33 0.25 0.36 0.40
TS3007b 0.05 0.05 0.09 0.08
TS3007c 0.13 0.15 0.14 0.22
TS3007d 0.14 0.15 0.11 0.14
AVERAGE 0.12 0.14 0.17 0.19

Table 7.4. New Weighted F-Scores on Manual and ASR Transcripts for Meta and Non-
Meta Approaches



Chapter 7. The Extractive-Abstractive Continuum: Meta Comments in Meetings 139

Meet Meta-Man  Meta-ASR

ES2004a 0.39 0.41
ES2004b 0.15 0.15
ES2004c 0.21 0.18
ES2004d 0.12 0.17
ES2014a 0.36 0.47
ES2014b 0.16 0.19
ES2014c 0.15 0.14
ES2014d 0.12 0.15
1S1009a 0.37 0.39
1S1009b 0.14 0.14
1S1009¢ 0.23 0.23
1S1009d 0.21 0.18
TS3003a 0.44 0.40
TS3003b 0.20 0.22
TS3003c 0.28 0.28
TS3003d 0.18 0.18
TS3007a 0.39 0.43
TS3007b 0.15 0.14
TS3007c 0.13 0.17
TS3007d 0.11 0.14
AVERAGE 0.23 0.24

Table 7.5: Old Weighted F-Scores on Manual and ASR Transcripts for Meta Approaches

logue acts. The meta summaries are significantly betterttit@previous summaries
on this evaluation according to paired t-test(p05).

For ASR, we find both the new meta summaries and older non-sugtenaries
performing slightly better than on manual transcripts aditm to this evaluation. The
meta summaries again are rated higher than the non-metaaussnwith an average
f-score of 0.19 versus 0.14. The meta summaries are agaificamtly better than the
previous summaries according to paired t-testq5).

Table 7.5 presents the weighted f-scores for the new metanswies using the
original formulation of weighted precision/recall/f-sep where the classes are gen-
eral informativeness versus uninformativeness. As meatieearlier, it would not be
expected that the new meta summaries would compare wellpréthious summaries
according to this metric, as the evaluation is based on tiggnal extractive/non-
extractive classes and the new summaries are based on a&lgaestricted subset
of this positive class, with the remainder considered negatstances. Quite surpris-
ingly, the weighted f-scores for these new summaries atabtgtslightly higher than
the f-scores reported in Chapter 5 (page 81). The f-scommé&mual transcripts is 0.23
compared with 0.21 previously, and 0.24 for ASR compareth WiR2 earlier. This
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IS quite a surprising and encouraging result, that our newottion and subsequent
“meta” machine-learning experiments have led not only tpromed general informa-
tiveness but also to finding areas of high-level meta comsnarthe meetings.

To determine why these weighted f-score results are unésgigdigher, we cal-
culate the annotator kappa statistic for the current atiootacheme, where a dialogue
actis considered positive if it satisfies one of the fourestatiteria and considered neg-
ative otherwise, and we also calculate the kappa statstithé case where a dialogue
act is positive if it is linked to the generabstractsection of the human summary and
considered negative otherwise. The kappa statistic is aoivayaluating how closely
two annotators agree with each other on an annotation tdekstatistic is derived by
calculating

(Observed Agreement - Chance Agreement) / (1 - Chance Agneigm

For each meeting in the corpus, the kappa value for eachaonggir is calculated
and these values are averaged to derive a single kappa waltleat meeting. These
averages are then summed and averaged over the corpusve aeraverage kappa
statistic for the corpus. For the annotation scheme preddrdre based on four related
criteria, the annotator agreemen0igl5 whereas the kappa statistic for dialogue acts
considered generally informative or uninformativeliglQ While these numbers in
general are somewhat low, reflecting the difficulty of sumesdion annotation, the
results show that it is substantially easier for annotatmesyree upon informativeness
when there is a specific criterion on which to rate a dialogiiecmmpared with simply
stating that a dialogue act is informative or not. This défece in kappa statistics is
apparently the reason why the new meta summaries perfoghtlglibetter than the
previous summaries which otherwise would be expected to dre igenerally infor-
mative; annotator agreement is simply higher on that data.

7.4.3.1 ROUGE Results

In this section we present the ROUGE results for our new metangaries in compar-
ison with our previously generated summaries. We also coenihe performance of
these automatic extracts to human extracts of the samehlengt

The ROUGE results are very encouraging for our new meta suiashaccording
to both the ROUGE-2 and ROUGE-SU4 metrics, with the new suri@siautperform-
ing the summaries described in Chapter 5.

For ROUGE-2, using manual transcripts, the meta summaviersge a score of
0.039, compared with 0.033 for the previous non-meta sumesiaa significant im-
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Meet NonMeta-Man  NonMeta-ASR  Meta-Man  Meta-ASR ~ Human
ES2004a 0.02548 0.03020 0.02675 0.02922  0.05105
ES2004b 0.00537 0.00801 0.01894 0.02070 0.01735
ES2004c 0.03596 0.02086 0.05107 0.04432  0.02675
ES2004d 0.01618 0.01396 0.02216 0.01108 0.01362
ES2014a 0.03283 0.03380 0.02323 0.05690 0.08037
ES2014b 0.01496 0.03133 0.01326 0.02696 0.03518
ES2014c 0.02656 0.04307 0.04284 0.02906 0.07938
ES2014d 0.04961 0.04897 0.05645 0.04762 0.06133
1S1009a 0.09370 0.05191 0.07244 0.06557  0.14720
1S1009b 0.02213 0.01565 0.02449 0.01233 0.06278
1S1009¢ 0.02401 0.02620 0.06076 0.06470  0.10256
1S1009d 0.06793 0.06667 0.04959 0.04829  0.08995
TS3003a 0.04878 0.04408 0.0508 0.04348  0.04558
TS3003b 0.03250 0.02944 0.02762 0.06096 0.04234
TS3003c 0.01530 0.02076 0.08078 0.08174 0.06541
TS3003d 0.04218 0.04404 0.03816 0.04272  0.05155
TS3007a 0.05053 0.04188 0.05676 0.06316  0.08254
TS3007b 0.01658 0.03000 0.01395 0.01750 0.01591
TS3007c 0.02693 0.01840 0.02478 0.02982 0.06069
TS3007d 0.01385 0.02228 0.01785 0.02266  0.02417
AVERAGE 0.033 0.032 0.039 0.041 0.058

Table 7.6: ROUGE-2 Scores on Manual and ASR Transcripts for Meta and Non-Meta
Approaches

provement (pc0.1). On ASR transcripts, the meta summaries score sligijlger
with an average of 0.041 compared with 0.032 for the non-reetamaries, another
significant result (p:0.05). Table 7.6 gives the results for each summary type tm bo
manual and ASR transcripts.

According to ROUGE-SU4, on manual transcripts the meta sanas outperform
the low-level summaries with an average of 0.066 comparéd VD61, respectively.
On ASR transcripts, the meta summaries average 0.069 cechpath 0.064 for the
low-level summaries. For each transcript type, the ratihthe meta summaries is
significantly better than that of the low-level summariesaading to ROUGE-SU4
(both p<0.05). Table 7.7 gives the ROUGE-SU4 results for both sungrtygres on
manual and ASR transcripts.

On average, the human summaries are still considerablyisupe the best auto-
matic extracts of the AMI test set meetings, according th IREDUGE-2 and ROUGE-
SU4, but there are several meetings for which the automatm garizers approach or
exceed human-level performance. As discussed in Chapéard 8, it is more difficult
to attain human-level performance on the AMI data versus@is# data, and so there
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Meet NonMeta-Man  NonMeta-ASR  Meta-Man  Meta-ASR  Human
ES2004a 0.04292 0.04694 0.04284 0.04431 0.06016
ES2004b 0.04424 0.04670 0.04825 0.05132  0.05664
ES2004c 0.05537 0.05519 0.07447 0.08006 0.07204
ES2004d 0.04714 0.05310 0.04847 0.04520 0.04812
ES2014a 0.06719 0.06518 0.05374 0.08664 0.10463
ES2014b 0.06957 0.07419 0.06200 0.06800 0.07813
ES2014c 0.06521 0.09326 0.07834 0.07019  0.10030
ES2014d 0.06936 0.07539 0.07911 0.07161 0.07982
1S1009a 0.10793 0.08946 0.08860 0.09835 0.15256
1S1009b 0.05677 0.05430 0.06362 0.06331  0.08556
1S1009¢c 0.04680 0.04851 0.07309 0.06862 0.11776
1S1009d 0.09827 0.09860 0.09778 0.08030  0.12989
TS3003a 0.05788 0.06348 0.06892 0.06732  0.05704
TS3003b 0.06729 0.06809 0.05992 0.09610 0.07534
TS3003c 0.04440 0.06044 0.09543 0.09618 0.10064
TS3003d 0.07215 0.07361 0.07186 0.07348 0.07626
TS3007a 0.06261 0.05370 0.07364 0.07212  0.09572
TS3007b 0.05374 0.06177 0.05547 0.05336  0.05687
TS3007c 0.04443 0.04728 0.04123 0.05178  0.07990
TS3007d 0.03961 0.04405 0.03907 0.04385 0.05595
AVERAGE 0.061 0.064 0.066 0.069 0.084

Table 7.7: ROUGE-SU4 Scores on Manual and ASR Transcripts for Meta and Non-Meta
Approaches
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remains room for improvement.

In comparing ROUGE scores between different summarizatpproaches across
different domains, there are several factors to considee i©that ROUGE was origi-
nally a recall metric but now calculates recall, precisiad &score. While it is subse-
quently more common for researchers to report f-scoresystahpresent only recall
measures. Second, there are many different compressies waed by different re-
searchers - some extract until reaching a certain word ptxge and others extract a
certain percentage of dialogue acts, among other methodsp@&ring the resultant
summaries is less difficult now that ROUGE calculates f-scbut with only recall
scores it is challenging to compare summaries of varyingtlen Three, some re-
searchers use human abstracts as the reference summariési(eray et al., 2005a))
while others use human extracts (e.g. (Galley, 2006)). &Whd use human abstracts in
this chapter, in Chapter 6 we used human extracts due tock®fanultiple abstracts
for those meetings. Four, ROUGE contains many parametats#m be adjusted by
the user, and reporting the parameters used is criticalpiaccegion and comparison.
For example, excluding or including stopwords can changeahge of scores dramat-
ically for all systems.

To put our ROUGE scores in context with state-of-the-artsiamzation systems,
in the DUC 2007 main task and pilot task the ROUGE-2 scorega@ifrom 0.036 to
0.124. Above we reported a best ROUGE-2 average of 0.04%e iiw ROUGE again
with the exact DUC parameters (i.e. the same parametersoag &t now includ-
ing stopwords) our ROUGE-2 average for the meta system 840.0he DUC 2007
ROUGE-SU4 scores range from 0.074 to 0.177. Above we reparteest ROUGE-
SU4 average of 0.069. With the DUC parameters, the ROUGE-&/d#dage for our
meta system is 0.12. It can be seen that we are well withinathger of DUC systems’
scores, while working with much noisier data. Galley (20f#)orted ROUGE-2 re-
call scores of 0.42-0.44 for the ICSI test set with summampme@ssion set at 12.7%
of the word count, and ROUGE-2 f-score of 0.64 when selectDfg of dialogue acts
(much longer than our current summaries). It is difficult tonpare scores because
of differing compression rates and because Galley used h@xiaacts as reference
summaries. However, in Chapter 6 Section 6.4.3 (page 111Qsed human extracts
as references and achieved ROUGE-2 f-scores averagindgdd. &&mmaries that were
between 30% and 40% of the total meeting word count. Thass@mparable to the
highest ROUGE-2 f-score reported by Maskey and Hirschii#0§%), which is 0.544
when selecting 23% of sentences. They also report AUROGescavrith a highest
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AUROC of 0.771, compared with our best AUROC here, 0.843.

It is worth noting generally that ROUGE scores are much lowleen using short
human abstracts as gold-standard references (e.g. DU€&hsgsbres and most of our
ROUGE scores) compared with using longer human extracefasences summaries
(e.g. Galley’s results and our results in Chapter 6).

7.4.3.2 Decision Audit Revisited

In Chapter 6 (page 93) we describe an extrinsic evaluatidharform of adecision
audittask. In that set of experiments, users review several nmgeein order to satisfy
a complex information need, using different informationses in each experimental
condition. For the two extractive conditions — one on mantalscripts and one on
ASR —the extracted dialogue acts are just deemed to be dignefarmative, without
any consideration of low-level or high-level perspectigevee are addressing in this
chapter. However, by revisiting the decision audit resaris analyzing user behaviour
more closely, we can see how useful the manually-labelle@d sielogue acts are for
browsing in that scenario. In other words, we would like tmknto what degree
the decision audit participants rely on meta dialogue acthe extractive summaries
compared to the other dialogue acts. Specifically, we loakstnces of summary
clicks, where a participant clicks on a summary dialogueimcrder to navigate to
that part of the transcript and audio-video record.

For Condition EM, which incorporated extractive summaoksianual transcripts,
38% of extractive summary clicks on average are clicks orandé&logue acts, as
defined in this chapter: dialogue acts that are reflexiveglated to decisions, actions
or problems in the meeting. Considering that such dialogte @mprise only 23%
of extracted dialogue acts in total, it is surprising andoemaging that they represent
such a high proportion of summary clicks.

For Condition EA, on ASR transcripts, the story is similar.ttis condition, 31%
of extractive summary clicks are on meta dialogue acts oraegee despite these dia-
logue acts comprising only 20% of the total dialogue actsagxéd for that condition.

In both cases, participants use meta dialogue acts much oftere than would
be expected based simply on the frequency of those dialogigeirathe extractive
summaries. It is possible that users are more quickly ablentterstand and process
these dialogue acts and therefore are more likely to use #seimdices into meeting
record. It might also be the case that these dialogue acte oimriously represent
significant moments or turning-points in the meeting discuss and therefore are



Chapter 7. The Extractive-Abstractive Continuum: Meta Comments in Meetings 145

good candidates for further browsing.

These patterns from the decision audit data give a good éleatrinsic motivation
for researching the differences between meta and non-natgde acts. Users clearly
find such summary units to be informative and useful beyongadar expectation.

7.5 Discussion

There are several compelling results to the experimentepted herein. First of all,
we find that our combination of annotations into a single ‘aennotation was suc-
cessful in terms of identifying a group of dialogue acts gfare common character-
istics and can be discerned from the remainder of the dialegis. These dialogue
acts are also realized quite differently from the geneiallgrmative dialogue acts, in
terms of prosodic and structural characteristics. Ace@ydo the ROC and AUROC
evaluations, the classifiers perform very well in terms efttlue-positive/false-positive
ratio.

We also find that the optimal classification according to AWR@ilizes a variety
of features, showing that it is advantageous to exploreadhearistics beyond lexical
features, incorporating prosodic and structural cuesnlelassification using prosodic
features alone results in decent classification performanie optimal feature subset
according to balanced accuracy is 13 features for manuaddrigts and the entirety
of the feature set for ASR transcripts. Of the two new feauadstractive cuewords
are very useful but filled pauses are less useful and aredeatiduring feature subset
selection on manual transcripts. It may be the case thad filuses are useful for
more generally classifying dialogue acts as informativeimnformative but simply
less useful for discerning meta dialogue acts from the negelass.

Compared with the results in Chapter 5, in creating theselnoeta summaries
it is even more imperative to use a variety of multi-modatdeas in order to achieve
optimal results. In that previous chapter, we found thahgigl combination of all
features was consistently the best approach but that lengtlierm-weight features
somtimes performed competitively on the test sets. Herendkthiat the best feature
type subset performs substantially worse than the combmaf feature types. For
example, term-weight features for manual transcripts laavAUROC of 0.826 com-
pared with 0.843 for the selected feature combination, and\&R they result in an
AUROC of 0.822 compared with 0.842 for the full feature set.

For the brief 700-word summaries we generated, we find tleahdw meta sum-
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maries are significantly better in terms of the new weighteddre metric, and slightly
better in terms of the original weighted f-score metric. Tdiger result is very much
a surprise, as that evaluation metric is based on annosadiageneral informativeness
or uninformativeness, and it would have been expected taatirig on the original
annotation would therefore be superior. The reason seetes tloat annotator agree-
ment is higher when classifying these high-level dialogtte eompared with labelling
dialogue acts as just generally informative or not.

The ROUGE results are also very encouraging, with the neva sil@hmaries out-
performing the low-level summaries according to both thd J&&-2 and ROUGE-
SU4 metrics, the most generally reliable of the ROUGE suiteetrics. These find-
ings lend evidence to back up our intuition that the new matarsaries are more
similar to human abstracts.

By referring back to the decision audit evaluation and méoealy analyzing users’
browsing behaviour in the extractive conditions, we are ablshow that participants
utilize the meta dialogue acts much more than would be eggduased on how fre-
guent such dialogue acts occur in the summaries. This pgewdidence that our novel
research on meta dialogue act classification is justifieth tra extrinsic point of view;
users find these meta dialogue acts to be useful indices tadké&ng record.

There are interesting similarities between this work amgotypes of dialogue act
classification such agecision detectio(Hsueh et al., 2007). The output of a decision
classifier can be thought of as a focused extractive sumngting dialogue acts
that are informative for a particular reason. Like our cotn@ork, such classification
approaches are capable of creating more intelligent dxteasummaries by looking
beyond the simple distinction of informative versus uniniative and instead basing
extraction on more specific relevance criteria.

There is also some comparison between this work and the woflkeufel and
Moens (1999). In creating abstracts of scientific artidlesy viewed the abstract as a
template with slots relating to rhetorical roles suctaskgroundpurpose solutions
and conclusions In a first supervised classification step, they attempteextoact
sentences that related to any of those rhetorical rolesjraadsecond classification
step they tried to assign the correct rhetorical role to exttacted sentence. Their ex-
pressed desire was to create automatic summaries that veeedhman “just a collection
of sentences.” Like our current work, the extraction cr@re more meaningful and
the output is correspondingly more flexible. In additioneatlires such as location,
title overlap and sentence length, the authors also incat@d meta comments for the
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articles domain, such as “we have argued...”. While a matspeetive is a much more
common feature of meeting speech than most formal text datas useful for their

domain and would possibly be useful for other text data. Kangle, newswire arti-
cles sometimes contain phrases such as “it has been repdraed “early reports are
that...” and these could potentially be exploited for summnadion in the news domain.

7.6 Conclusion

This research has taken some first steps in creating spemchasies that do more than
merely indicate which dialogue acts are informative. Weadnke to classify dialogue
acts which relate to high-level aspects of the meeting dson, including dialogue
acts relating to decisions, actions and problems encaeohtier the discussion. We
hypothesize that not only do such dialogue acts provide tibperspective of the
meeting discussion than low-level technical dialogue,dmt$ that users would find
them easier to understand when removed from their origioatexts. This can be
tested by future extrinsic evaluations, and we have gonesaay toward proving this
hypothesis here by revisiting the decision audit results.

We have also shown that annotators have more difficulty ieeigg on whether
something is simply informative or uninformative, comghvéth annotating dialogue
acts that are informative for a particular reason. Not asrinotator agreement higher
in the latter cases, but a summarizer that can classify agiiaogue act as being in-
formative for a particular reason is much more flexible imtgof creating a variety of
final summary structures. For example, by training on irdiiai classes one could cre-
ate a summary that first lists dialogue acts relating to d@tss followed by dialogue
acts that identify action items for the following meetinghi&rarchical summary could
also be created, with high-level dialogue acts at the tofelil to related lower-level
dialogue acts that might provide more detail.

Finally, it is hypothesized that such meta summaries willuseful for moving
summarization research further down the extractive-abste continuum, by lending
themselves to further transformations and the generafioowel sentences about the
meeting content.



Chapter 8

Further Work

In this chapter we introduce several issues that stem frensulrent work and discuss
how they might be addressed in the near future: automatigpoession, online sum-
marization, and spurt-based summarization. We first ckeniae each of the issues,
discuss some possibilities for addressing them, and pressults of preliminary re-
sponses to these challenges. We then conclude by discusging directions for this
work, and briefly describe other challenges within the field.

8.1 Dialogue Act Compression

8.1.1 Introduction

In automatic speech summarization systems, it has beennstiat/the length of an
utterance or dialogue act in seconds or in number of wordsvesrya helpful feature
in determining informativeness for inclusion in an extraetsummary (Maskey &
Hirschberg, 2005; Murray et al., 2006). This has been a&tiestroughout this the-
sis, that features related to dialogue act length are veligative of informativeness.
Consequently, summarizer output will likely consist of acatenation of lengthy dia-
logue acts. If the compression rate for summarizing an kang-meeting is quite low,
then few dialogue acts will be extracted. For that reasasyiery desirable to automat-
ically compress these dialogue acts so that more can beceedravithout exceeding
the overall length limit.

Many automatic sentence compression techniques rely avirdgthe syntactic
parse of a given sentence (Knight & Marcu, 2000; McDonal@®&0Because sponta-
neous speech tends to be very fragmented and disfluent,ssfigicearsing of speech
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often relies on the detection and correction of disflueneiasrever possible (Nakatani
& Hirschberg, 1993; Charniak & Johnson, 2001). Errorful AB&scripts of disflu-
ent speech add another layer of difficulty for syntactic pexs Here we investigate
whether we can avoid the sequence of challenges inherersfinahcy correction and
speech parsing by carrying out compression without anyasyictinformation. This
section therefore explores the use of prosody in comprggsiormative dialogue acts
from meeting speech. More specifically, the techniquesrde=stbelow compress the
dialogue acts by trying to preserve the original pitch cantas much as possible in
the compressed dialogue act. The simple intuition behirsdntiethod is that prosody
is reflective of meaning (Steedman, 2000, 2007) and thaeprieg this aspect of the
prosody may preserve a great deal of the meaning as well.

Two methods of using prosody for speech compression areideddelow. They
are first evaluated subjectively by humans grading on bdtrimativeness and read-
ability criteria, alongside human-authored gold-staddand random baseline com-
pressions. The second evaluation is edit distance, obghgtmeasuring the string
distance between the automatic approaches and the goldiastis. In addition to the
prosodic and random approaches, a simple text compres®tmahis implemented
and included for this edit distance evaluation.

8.1.2 Previous Work

In work by Hori et al. (2002), T. Kikuchi and Hori (2003), a $ence compression
method is described and results on English and Japanesdchstanews are given.
The authors use word confidence scores, word significangessdnigram language
scores, and word concatenation scores to determine theamompression of a given
sentence. The difference between the language score andttieoncatenation score
is that the former relies solely on trigram language prolitads while the latter is based
on the dependency structure of the sentence. For exampiegragmpression may
have a high language score but violate the dependency steuct the original. The
dynamic programming method for finding the optimal compesss described in
Hori and Furui (2004).

Again on Broadcast News data, Kolluru et al. (2005) presamudi-stage com-
paction method using a sequence of multi-layer perceptrbimst, confidence scores
are used to remove incorrectly transcribed words. A chumnkegradentifies intra-
sentential chunks and a subset of the chunks are then chased bn the presence of
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Named Entities antf.idf scores.

Clarke and Lapata (2006) present a compression method fortéaxt and speech
data, using the Ziff-Davis and Broadcast News corpora,aetsgely. Their scoring
function consists of an n-gram language model coupled vetierml constraints, with
the optimal compression given the constraints determinethteger Programming.
The constraints are linguistically motivated and inclutipudations such as requiring
that a compression contain at least one verb if the origeraiesice contains at least one
verb, and that if a verb is selected for the compression tisearguments are selected
as well. Clarke and Lapata also indicate their intentiongplyatheir compression
method to meeting data. Reported results are on manuactipiss

Ohtake et al. (2003) use prosodic features for speechdeespnewscast compres-
sion and therefore do not use ASR at all. They locate acceasplboundaries by an-
alyzing fall-rise FO patterns, determine which adjacectat phrases belong together
as single summary units, and then compare two prosodic metfus selecting the
most important summary units. For example, summary unitdeseliminated if their
mean energy level falls below a pre-determined threshoitlaoderived FO summary
unit score is above a speaker-dependent threshold. Therauwdlso attempt to use
prosodic features to determine whether a given summarydepénds on the preced-
ing summary unit, so that when a summary unit is eliminatisdjependants are also
eliminated. Because broadcast news usually presents theimuoortant information
first, all summary units from the first sentence are selected.

The approaches described above are all applied to broausastspeech. Because
broadcast news data contain both read and spontaneousngottie challenges for
automatic compression may be slightly different than foetmgs, which normally
feature purely spontaneous speech. Below we describe galcmmpression methods
for such meeting data.

8.1.3 Compression Methods

This section presents the compression methods in detasit, Bvo prosodic methods
are described, both of which strive to compress the utterbgreserving the pitch
contour. A simple textual method is presented, as well assalin& compression
method. A first step for each method is to remove simple filledses such ash and
ermas well as immediate repetitions of a word. The compressitanis between 0.65
and 0.70 for all of the automatic compression methods.
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Figure 8.1: Sample Dialogue Act and Summary Contours (first prosodiboagt

for each dialogue act
try: break dialogue act into prosodic phrases using pause domati
if not: at least three segments
then: segment using pitch reset
for each: prosodic phrase
calculate pitch slope(phrase)
for each: word
calculate pitch slope(word)
current length =0
while: current length< desired length
for each: prosodic phrase
if not: at least three words
then: skip
else: selectarg minyorg f (word) = (abgslopgword) — slop€ phrasg))
remove selected word from candidate set
current length +=1

Table 8.1: First Compression Algorithm

8.1.3.1 Prosodic Methods

The first prosody method begins by breaking the utteran@epgrdsodic phrases or
chunks. The primary cue for phrase boundary is pause lengthpauses of 100 ms
or more being considered a boundary. A secondary methodaeskdor instances of
pitch reset which would signal the beginning of a new prosqtirase. More specif-
ically, we are looking for areas where the pitch falls to a lewel for at least 300 ms
before rising sharply again, with the fall-rise patternnsiling the pitch declination
of one phrase and the beginning of another. We first attemptaie the boundaries
using only pause, as it is considered more reliable, but iwveeunable to break the
dialogue act into at least 3 chunks, we revert to looking hypieset as well.

Once the prosodic phrases are located, the overall pitgle Stor each phrase is
measured. We then begin an iterative process, wherein @r glarase we measure



Chapter 8. Further Work 152

180

ORIGINAL s
| Data Points ~ +

origi
COMPRESSION 11
Compression Data Points %

160 |

140 7 %

Figure 8.2: Sample Dialogue Act and Summary Contours (second prosaatiooah)

the pitch slopes of its constituent words and select the wdrose slope is closest to
that of the phrasal slope. If a phrase has no more than twosyarel skip it altogether
as it is likely to be a disfluent fragment. We continue theaitee process until the
desired number of words has been selected for the compnesEable 8.1 gives the
pseudo-code for the first compression algorithm.

Figure 8.1 shows the FO values and cubic regressions of ttabses for the pitch
contours of the following utterance and summary pair:

Original : So given these um these features or or these these examptegicah
examples which they call support f- support vectors then iwenga new example if
the new example falls um away from the boundary in one daedhen it's classified
as being a part of this particular class

Compression So given these features or these examples critical examblies
they call support vectors then given a new example if new pbeafalls boundary in
one direction then being a part of this particular class

It is worth noting that these cubic regressions are highllizetd versions of the
pitch contours, and that in reality the pitch data is muclsieoithan the regressions in-
dicate. Furthermore, there are a variety of factors thabbcause a given compression
to have a substantially different pitch contour than theaN€eialogue act contour, e.g.
skipping disfluent fragments and removing filled pauses.

The second method is more crude and does not depend on reicogphrase
boundaries. Instead, the pitch contour for the entire diadoact is represented as a
vector of FO values. Compression proceeds by deleting wondsat a time, based
on how large an effect each word’s deletion has on the pitciiocw. For each itera-
tion of the procedure, each word has its FO values deleted fr@ pitch vector and
replaced with interpolated values between its former risgiing words. This new
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for each: dialogue act
create vector of dialogue act FO values
for each: word
delete word’s FO values from dialogue act vector
vectoryorg = interpolate missing FO values
calculate cosine(vect@pq, original vector)
current length = full length
while: current length> desired length
removearg mayyord f (word) = cosine(vectaorq, original vector)
current length -=1

Table 8.2: Second Compression Algorithm

pitch vector is then compared with the original pitch vedipiusing cosine similarity.
The word with the highest cosine similarity is deleted, asrégmoval of its FO values
had little effect on the overall pitch contour. Again, the@edure continues until the
desired length is reached. Table 8.2 gives the pseudo-oodlesf second compression
algorithm.

Essentially, the two prosodic methods are working from @ueadirections, one
iteratively selecting words while the other is iterativelyminating words. There are
significant procedural differences, however, as the lattethod does not use phrasal
information and thus would not ignore short fragments agah@er method would.
This second method also relies on overall pitch vector sinty, which may not be as
reliable as measuring slope at the phrasal and word levels.

Figure 8.2 shows cubic regressions for the pitch contouttseofollowing utterance
and summary pair:

Original : And the interesting thing is that even though yes it’s a ditask and
that’s a relatively small number of words and there’s a bup€ldigits that you train
on it’s just not as good as having a a |- very large amount ohdatd training up a a
a nice good big HMM

Compression And interesting thing is that though yes it's digits task dhat’s
relatively small words and there’s bunch digits you trainitéjust not good as having
a large amount and training up a nice good big HMM

8.1.3.2 Simple Text Method

For the second evaluation scheme described below, we ingpleansimple text com-
pression method for comparison. As in the methods descabesle, we began by
deleting filled pauses and repetitions. We then assign eact in the dialogue act
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a tf.idf score, a metric which gives high ranks to words that are #atwithin a
document but rare across multiple documents. We select ohdswvith the highest
tf.idf scores until the desired compression length is reacheds t&€kt compression
method is quite simple but nevertheless one would have amebte expectation of
high informativeness using this method.

8.1.3.3 Baseline

To assess baseline performance, we randomly select theedlesimber of words,
using the same compression level, and present them in thi@alrorder.

8.1.3.4 Gold Standard

The gold standard for compression is human-authored casipres. Manual com-
pressions are made with a compression rate between 60% &ud The manual
compressions are restricted to using only words from thegirmal dialogue act and
are presented in the original order, as with the automatibous. The slightly wider
window for the compression rate is because it is not feastbtequire human anno-
tators to compress an utterance to a precise percentage ofiginal. The manual
compressions for these experiments were created by a $iaglan annotator.

8.1.4 Evaluation

Two methods of evaluation are carried out, the first beinglgestive analysis us-
ing human annotators who rate each compression on twoiariterd the second be-
ing a measure of edit-distance to a gold-standard compres$he text compression
method was not implemented until after the human evaluatesmcomplete, and so it
is only included in the edit-distance evaluation.

Thirty dialogue acts from the ICSI corpus are chosen whicrevegitput from the
summarizer described in (Murray et al., 2006), which repmés early work on the
ICSI corpus using a much smaller corpus of lexical and prigsfetures than the
database described in Chapters 5 and 7. These dialoguevacag@ about 27 words
in length. The content of the dialogue acts is quite techyéeal though it would have
been possible to select less technical and shorter dialacgfsewe are fundamentally
concerned with how our compression method performs on bstmamarizer output.
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8.1.4.1 Subijective Evaluation

Five human judges are presented with the output of four ceagiwn methods on
the test set, for a total of 120 compressions to be evaludtkdse four methods are
random baseline compressions, human-authored goldassthodmpressions, and the
two prosodic compression methods. The judges are askedet@@ah compression
for two criteria, informativeness and readability. Thengs are made on a 1-5 Likert
scale with 1 being 'Very Poor’ and 5 being 'Very Good.’

8.1.4.2 Informativeness

When rating a given compression in terms of its informatass) judges are asked to
keep in mind whether the compression retains the most impopiarts of the original
utterance and refrains from including irrelevant or uniseeey parts of the original.
They are instructed that this is a distinct and separateg&tom readability, so that a
compression may score high on informativeness and stilbdyp poorly on readability.

8.1.4.3 Readability

When rating a given compression in terms of its readabilityges are asked to con-
sider whether the compression seemed grammatical and filative to the original
and whether the compression is generally readable. Thertdative is included in
the instructions because a compression which is an ungréioainftagment should
not be scored very low if the original utterance was also agrammatical fragment,
for example.

8.1.4.4 Edit Distance

The second method of evaluation is edit distance, whiclzesilour human-authored
compressions as a gold-standard for an objective compariSbe edit distance be-
tween two strings is defined as-1(1 + D+ S)/R, where R is the number of words in
the reference string and |, D and S are insertions, delediodssubstitutions, respec-
tively. This metric thus objectively measures how close atomatically compressed
string comes to the ideally compressed string. For thisuasan, four compression
approaches are measured against the reference stringheitbur approaches being
random, text-based, and two prosodic approaches.
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Figure 8.4: Readability Scores for Four Compression Methods

8.1.5 Results
8.1.5.1 Subijective

Figure 8.3 shows the averaged informativeness scoresddotit compression meth-
ods. The inter-annotator agreement is very good, with theeladion of macro-averaged
scores above 0.9 for each annotator pair. The manual cosipnesare rated signifi-
cantly higher than the others<}.05), with an average informativeness score of 4.65.
Both of the prosodic approaches are significantly better thadom (g<0.05) but are
not significantly different from one another. The first progcapproach has an aver-
age informativeness score of 3.69 and the second prosaoglioagh has an average of
3.82. The random compressions average 2.08 in terms ofmatbreness.

Figure 8.4 shows the averaged readability scores for threctmapression methods.
The inter-annotator agreement is again very good, withetations above 0.9 for each



Chapter 8. Further Work 157

;#§§ﬁ

text rando pros2 prosl

editdist

method

Figure 8.5: Edit Distance for Four Compression Methods

annotator pair. The significant effects are the same as thiosee informativeness
scores, with the manual compressions rating significantfédr than the other ap-
proaches (g 0.05) and the prosodic approaches being significantly tbiae random
(p<0.05) but not significantly different from one another. Tharmal compressions
have an average readability score of 4.6, the first prosquficoach averages 2.93, the
second prosodic approach averages 3.15, and the randomessigns average 1.77
in terms of readability. While the random and prosodic apph@s have readability
scores significantly lower than their informativeness sspthe manual compressions
score comparably on both readability and informativenk'slear that human judges
are able to separate the two criteria when giving their gatin

8.1.5.2 Edit Distance

Figure 8.5 shows the results of the edit distance metric, hickvthe manual gold-
standard compressions are compared with the random anddixogpproaches, as
well as a simpldf.idf approach. The most striking aspect of these results is ieat t
tf.idf method performs only at the level of the random method. Tlosqatic ap-
proaches are significantly better<{f.05), with an average edit distance of 0.56 and
0.53, respectively. Thd.idf and random approaches each have an average edit dis-
tance of 0.44. It can be noted that there is a large amountranee with thetf.idf
approach, sometimes performing very well and other timéisdecompletely.
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8.1.6 Conclusion

This section has presented a novel method of compresserguaties by preserving the
pitch contour of the original within the compressed versibinis compression method
is meant to be robust to the disfluencies and ungrammatésatif meeting speech,
and the results are encouraging. We report the findings ofoa §tudy evaluating
two implementations of this approach. Based on both sutsgeahd objective evalu-
ation metrics, the prosodic approaches are far better @washom compression. Ob-
jective evaluation using edit-distance also shows theqalicanethods outperforming
a keyword-based compression approach. Relative to hum#orad gold-standards,
the readability of the prosodic compressions suffers bettetlare quite high levels of
informativeness.

Though the second prosodic method was thought to be crudetthie first, it per-
forms slightly but not significantly better in terms of bo#adability and informative-
ness. Future work may combine the two methods in order tonigpithe compression
results.

This is very early work on compression for meeting dialogcs,abut it does in-
dicate that there is a role for prosody in such a task. Futamk would likely benefit
from the inclusion of additional features such as ASR configescores and n-gram
language modelling to increase informativeness and rélégab

8.2 Towards Online Speech Summarization

8.2.1 Introduction

The majority of speech summarization research has focusedtoacting the most in-
formative dialogue acts from recorded, archived data. Hewe potential use case for
speech summarization in the meetings domain is to fa@laaneeting in progress by
providing the participants - whether they are attendingeénson or remotely - with an
indication of the most important parts of the discussioresoThis requires being able
to determine whether a dialogue act is extract-worthy leetbe global meeting con-
text is available. This section introduces a novel methodveighting dialogue acts
using only very limited local context, and shows that highhsuary precision is possi-
ble even when information about the meeting as a whole isrigck he novel online
summarization method is shown to significantly increasegtiteid f-scores compared
with a method using no contextual information.
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When applying speech summarization to the meetings dorthagoal of most re-
search has been to extract and concatenate the most iniicgrdeiogue acts from an
archived meeting in order to create a concise and informatimmary of what tran-
spired. Such summaries are analogous to the traditionalahamnutes of a meeting,
and are relevant to use cases such as a person wanting areaveha meeting they
missed, or a person wanting to review a meeting they atteraded mental refresher.
However, there are many use cases that go beyond the sceharnser accessing an
archived meeting. For example, someone might join a meéiatigvay through and
require a method of catching up on the discussion withoutidigng the other par-
ticipants. A second example is a person who is remotely raong a meeting while
attending to another task, with the intention of joining tireup discussion when a
certain topic is broached. These use cases require theogevent of online summa-
rization methods that classify dialogue acts based on a mark limited amount of
data than previously relied upon.

This section introduces effective methods for scoring aticheting dialogue acts
based on examining each candidate’s immediate context. tAadeof score-trading
is introduced and described wherein redundancy is redudele wmformativeness is
maximized, thereby significantly increasing weightedd+es in our evaluation.

8.2.2 Weighting Dialogue Acts

This section describes three methods of scoring and extgadtalogue acts, the first
of which relies on a simple term-score threshold, and therstwo of which rely on
a more complex score-trading system within the dialogus amtmediate context.

8.2.2.1 Residual IDF

The experiments described in Chapter 4 have shaa¥rto be superior to IDF on this
data. Our first method of extraction then is to simply sudifi term-scores over each
dialogue act and extract a given dialogue act if it exceedseadptermined thresh-
old. Based on using various thresholds on a separate dewetdpset of meetings, a
threshold of 3.0 is used for the experiments belodf. scores were calculated using a
collection of documents from the AMI, ICSI, MICASE and Braadt News corpora,
totalling 200 speech documents (AMI test set meetings weckided). We cannot
usesu.idf or tf.idf for this set of experiments, as they require a great deal etimg
context, if not the entire meeting, in order to calculate téren-weights. In contrast,
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ridf relies solely on frequencies from the document collectiothout reference to
term-frequency in the document at hand.

8.2.2.2 Score-Trading

The previously described method uses no knowledge of diglagt context, and there-
fore does not address redundancy or importance relativeighboring dialogue acts.
A dialogue act is simply extracted if it scores above a giveeghold. In contrast,
the following two methods use a limited amount of contextiides to maximize in-
formativeness in a given region and to reduce redundanaya gsimple score-trading
scheme.

For each dialogue act, we examine the ten preceding and bseguent dialogue
acts. For each unique word type in that 21-dialogue-act ainave total its overall
score (itsridf score times its number of occurrences in that window) angpesion
that overall score according to the relative informativenef the dialogue acts con-
taining the term. For example, if the word ‘scroll’ hasradf score of 1.2 and it occurs
twice in that window, in two different dialogue acts, it hatotal score of 2.4. If one
of the dialogue acts containing the term ’scroll’ has a djaact score of 5.0 and the
other has a dialogue act score of 3.0, the overall term ssapportioned in favor of
the former dialogue act, so that is receives a revised teomesf 1.5 and the latter re-
ceives a revised term score of 0.9. As a result, the dialogiugcare for the former has
increased while it has decreased for the latter. This metfiedore-trading places the
burden of carrying that term’s information content ontorth@re generally informative
dialogue acts, which also has the effect of reducing reduryddrigure 8.6 illustrates
the basic premise behind this scheme.

A dialogue act’s initial score, or Ascore, is simply the suint®constituent words’

ridf scores:
W

Ascoréd) = erid f(t)

&
whereW is the number of words in the dialogue act. The revised teronesfor
wordt in dialogue act is given by
Ascoréd)
sM, Ascordi)
whererid f (t) is the originalridf score for the termN(t) is the number of times

Trade(t,d) = rid f (t) - N(t) - (

that the ternt appears in the context window, ahtlis the number of dialogue acts in
the window that are indexed by tetm
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Can we have a SCroll wheel with a curved remote?

| think we need a scroD/

Did we decide on curved?

Figure 8.6: Score-Trading Between Dialogue Acts

A dialogue act’s Bscore is then the sum of its revised teroresc
W
Bscordd) = ZTraddti,d)
i=

After deriving the Bscore score, the dialogue act in quessaextracted if it satis-
fies the case

Bscore>= 3.0

The second score-trading method is similar to the first, bdiabbgue act is ex-
tracted if it satisfies the formula

(2-Bscorg — Ascore>= 3.0

where Ascore is the original score and Bscore is the adjustere. The reasons
motivating this latter method are twofold. First, a dialegact’s adjusted score (i.e.
Bscore) may still be below the 3.0 threshold, but if it hagéased significantly com-
pared to the Ascore, that indicates its importance in thalloantext and we want to
increase its chances of being extracted. Second, a diakgiseadjusted score may
be above 3.0 but it is well below its original Ascore, indingtthat it has lost informa-
tiveness and may well be redundant in the local context. Asalt, we want to reduce
its chance of being extracted.

8.2.3 Experimental Setup

For this set of experiments we use the AMI meeting corpussteistcomprised of 20
meetings total. For our evaluation, we rely on weightedigren/recall/f-score as used
in previous chapters and described in detail in Chapter 8@e8.5.4.1 (page 33).
The generated summaries range between 600 and 3000 woresgth,| as the

meetings themselves greatly vary in length. Unlike sumpadion of archived meet-
ings, here we do not specify a set summary length in advance $e length of the
meeting is not known beforehand. It would be possible tosexéraction ratio and/or
to have the resultant summaries revised to fit a particutggtlerequirement once the
meeting has finished, but here we simply decide whether dorextract each dialogue
act candidate without consideration of the summary lengthad point.
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Sys man-prec man-rec man-fsc asr-prec asr-rec asr-fsc

ridf 0.608 0.286 0.382 0.612 0.276 0.374
trade 0.611 0.295 0.391 0.610 0.285 0.383
tdiff 0.603 0.305 0.399 0.605 0.295 0.392

Table 8.3: Weighted Precision, Recall and F-Scores
ridf =DA extracted if Ascore>= 3.0,trade=DA extracted if Bscore>= 3.0, tdiff =DA

extracted if Bscore - (Ascore-Bscore)= 3.0
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Figure 8.7: Score-Trading at Multiple Thresholds

8.2.3.1 Results

Table 8.3 presents the weighted precision, recall andresdor the three approaches
described above. One of the most surprising results is Heaivieighted precision
in general is not drastically lower than the scores foundmdreating very brief sum-
maries of archived meetings. For example, in Chapter 4tioged00-word summaries
of the same test set usindf yielded an average weighted precision of 0.66 (page 48).
All three online approaches presented here have averaggtediprecision around
0.61. This is particularly surprising and encouraging gitieat these summaries are
on average much longer than 700 words.

The third approach, labellediff in Table 8.3, is superior in terms of f-score on
both manual and ASR transcriptsdf performs the worst on both sets of transcripts,
and the second approach labelteade is in-between. Significant results in the table
are presented in boldface. The methddf achieves significantly higher recall than
the other two methods on manual transcripts, and both raodllf-score are signifi-
cantly higher on ASR (paired t-test0.05). The most encouraging result of this third
approach is that it is able to significantly increase recéheut significantly reducing



Chapter 8. Further Work 163

Sys man-prec man-rec man-fsc asr-prec asr-rec asr-fsc

trade 0.599 0.291 0.386 0.608 0.291 0.388
tdiff 0.589 0.306 0.398 0.593 0.304 0.398

Table 8.4: Weighted Precision, Recall and F-Scores (Offline)
trade=DA extracted if Bscore-= 3.0, tdiff =DA extracted if Bscore - (Ascore-Bscore)=
3.0

precision.

Having determined the effectiveness of the third approaehsubsequently run
this score-trading method at multiple thresholds of 2.0,ehd 4.0 to gauge the effect
on weighted precision, recall and f-score. The results aglaled in Figure 8.7. A
threshold between 2 and 3 results in a good balance betwealhaed precision, while
a threshold of 4 results in drastically lower recall and aslightly higher precision.

The score-trading results reported so far stem from an imgieation of the method
that has an algorithmic delay of 10 dialogue acts. We aredsated in what benefit,
if any, could be gained by increasing the algorithmic delag thereby increasing the
amount of context used. The two score-trading approacteetharefore run fully of-
fline, so that the context for each dialogue act is the enteeting (the first approach,
based simply omidf results, is the same online versus offline since it does not us
context). Because there is a larger amount of score-tradig using all meeting di-
alogue acts for comparison, a given dialogue act would habe tvery informative in
order to have its overall Ascore increase. The expectasidinat running this method
offline would result in higher precision and perhaps loweale Table 8.4 presents the
weighted precision, recall and f-scores for the offline syst. The third approach, la-
belledtdiff in Table 8.4, is again superior to the second approach |&attehde, with
significant differences between the two in terms of recadl &acore on both manual
and ASR transcripts. However, neither approach is sigmifigalifferent when run
offline versus online. The trend is for precision to be sligldwer when run offline
and recall to be slightly higher, the opposite of what waseekgd.

8.2.4 Discussion

The results above show that the score-trading scheme igabignificantly increase
recall and f-score with no significant decrease in precisMare specifically, it allows
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us to reject dialogue acts that may have scored highly bug¢ wetundant compared
with similar and more informative neighboring dialoguesaeind allows us to retrieve
dialogue acts that may have scored below the thresholdatlgibut subsequently had
their scores adjusted based on local context.

In general, it is interesting that high precision is attdivé these three methods
that use either no context or only local context. As mentibearlier, previous experi-
ments on creating very concise summaries using globalrimdton about the meeting
achieved weighted precision of only a few points higher tiese results. It turns out
that restrictions such as the inability to create an oveealking of dialogue acts in
a meeting and inability to rely on term-frequency inforroatare not severely detri-
mental to the ultimate results. In Chapter 4 (e.g. pages 48545, we found that
term-weighting approaches that do not rely on overall thequency in the meeting
can perform very competitively, and this experiment yieddsmilar conclusion.

A related finding is that there is no benefit to running the sdoaiding methods
completely offline, using the entirety of the meeting’s d@le acts as context. In fact,
precision results were slightly better when examining dhéylimited context. It may
be that dialogue acts sharing some of the same terms anthgxsthin proximity to
each other tend to be more similar than dialogue acts shaomg of the same terms
but existing at various locations spread throughout thetimge In that case, score-
trading between ostensibly similar dialogue acts wouldahwtys be beneficial if the
examined context is too large. This relates to work by Galk8§06), who proposed
a restricted form of Pyramids evaluation based on the ob#iervthat words that are
similar but occur in different parts of the meeting can hasg/\divergent meanings.

While the score-trading methods outperform the sinmpdé threshold method,
with the third summarization system performing the bestoitild seem that the meth-
ods are complementary. Becauseridé method requires no contextual information, a
dialogue act can be immediately extracted or rejected oelanpnary basis. Once the
subsequent context for a dialogue act becomes availalalied#tision can be revised
based on score-trading. User feedback could provide agfustburce of input for such
dynamic summary creation.

Score-trading is similar in spirit to MMR (Carbonell & Gol##, 1998), described
in detail in Chapter 5 Section 5.2 (page 64), in that they bailk to heighten infor-
mativeness and reduce redundancy in the summary. Whered® p&alizes a given
sentence with a redundancy score based on similarity tadrextracted sentences,
we compare each candidate dialogue act to its surroundaiggiie acts, and a dia-
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logue act can have its score decrease, increase or remaartteebased on how gen-
erally informative it is and whether the surrounding dialegacts have term overlap
with the candidate.

8.2.5 Conclusion

This section has introduced a novel method for the onlinensanzation of spoken
dialogues, using a score-trading scheme intended to reddaedancy and to develop
a more subtle view of informativeness. By looking at infotiveness beyond the level
of the dialogue act and examining local context around tinelickate dialogue act, we
are able to locate words that are generally informative imcallregion of the meeting
transcript and to place the burden of carrying those womf®rimativeness onto the
most informative dialogue acts in that region. An encourgdinding for the prospect
of online meeting analysis is that weighted precision ssare not drastically lower
than the precision scores found in previous work on very isensummarization of
archived meetings, even when the recall of the summarieic@d herein is much
higher. Running the score-trading methods offline doeseawtlt in any added benefit
compared with using only a small amount of context and exegtihe method online.

8.3 Summarization Without Dialogue Acts

8.3.1 Introduction

In previous chapters, our summarization systems havealrefialialogue acts as input,
using those segments as the units of extraction. In thisosgete briefly consider the
use ofspurtsrather than dialogue acts as our summary units (Shriberg, 2091).

A spurt can simply be defined as a region where a meeting jpanticis speaking
continuously, with boundaries determined by pause inftionaA primary benefit of
using spurts rather than dialogue acts is that we can qusgdynent the speech stream
into meaningful units without time-consuming dialogue setjmentation. This is of
particular importance for online summarization as degctilm the previous section.
Spurt segmentation may also result in units of finer grartyl#ran dialogue acts and
allow us to more accurately pinpoint informative regionshef meeting.
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8.3.2 Spurt Segmentation

In defining spurts, we rely entirely on pauses and filled psudse determining the

unit boundaries. This is in contrast to most work on dialogctesegmentation, where
prosodic features along with n-gram language models afossegmentation (Ang

et al., 2005; Dielmann & Renals, 2007). Taking automatycajpeaker-segmented
ASR output as our input, we place a spurt boundary at anyimtathere the inter-

word pause for a speaker is 400 ms or longer, or where therg#ise of at least
200 ms plus a filled pause such as “um,” “uh,” or “erm.” Once ve@ehsegmented
the speech stream of each speaker in the meeting, the findltmmthe summarization

system is the list of spurts ordered so that they are monmatiynincreasing according
to start-time.

8.3.3 Experimental Overview

These spurt-based experiments are performed on the AMusdgst set.

Once we have the input format described above, summaneptmceeds simply
by scoring each spurt using tisel.idf metric, identical to the process described in
Chapter 4 Section 4.1.3 (page 46). Each spurt’s score islatdc as the sum of its
constituent word scores. We then rank the spurts accorditigeir scores and extract
until we reach the length limit of 700 words.

Throughout most of this thesis, we have relied on weightedipion/recall/f-score
for our evaluation metrics, using multiple human extraztannotations of dialogue
acts. Now that the summarizer no longer uses dialogue ads sisnmary units, we
have to rely on other evaluation metrics. For this purposeuse the ROUGE-2 and
ROUGE-SU4 n-gram metrics (Lin, 2004), which calculate aigrand skip bigram
overlap between automatic and multiple reference summarie

For comparison, we include human summaries of the samehei@§O words,
choosing one annotator at random for each meeting and @rgabeir most-linked
dialogue acts until reaching the length limit. These humanrsaries are then also
compared with human gold-standard abstracts using ROUGE.

8.3.4 Results

Table 8.5 lists the ROUGE-2 scores for the AMI test set mgetimmaries, for both
the automatic spurt-based approach described above andnHenel performance.
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Meet ASR-Spurts  Human

ES2004a 0.02657  0.05105
ES2004b 0.01770 0.01735
ES2004c 0.03994 0.02675
ES2004d 0.01102 0.01362
ES2014a 0.06946  0.08037
ES2014b 0.03252 0.03518
ES2014c 0.06032 0.07938
ES2014d 0.05168 0.06133
IS1009a 0.10370  0.14720
1S1009b 0.02184 0.06278
1S1009¢ 0.03873  0.10256
1S1009d 0.06166  0.08995
TS3003a 0.04813  0.04558
TS3003b 0.07564 0.04234
TS3003c 0.06742 0.06541
TS3003d 0.04843  0.05155
TS3007a 0.08180 0.08254
TS3007b 0.01933 0.01591
TS3007c 0.04792  0.06069
TS3007d 0.02420 0.02417
AVERAGE 0.047 0.058

Table 8.5: ROUGE-2 Scores for Spurt Summarization and Human Summarization

We find that according to ROUGE-2, not only does performaratedecrease when
using simple spurt segmentation instead of dialogue aeheetation, the scores are
actually higher than the ROUGE-2 scores reported in Chap&ection 7.4.3.1 (page
140). The ROUGE-2 average for the meta summaries appliedSie described in
that chapter is 0.041 compared with 0.047 here, a signifresuoit according to paired
t-test (p<0.05).

Table 8.6 lists the ROUGE-SU4 scores for the spurt-basedrguias and the hu-
man summaries. The average for the spurt-based approadd7i8, @vhich again is
significantly better than the highest ROUGE-SU4 scoresrtegan Chapter 7 (page
140), 0.070 (p:0.05). We also find that the average for the spurt-based metpho
proaches human-level performance on this metric. On marsgtings it is in fact
superior to human performance.

The following excerpt of the summary for meeting TS3003cvahthat many of
the extracted spurts are quite short, often less than 10sywoodnpared with the higher
word counts for the AMI and ICSI summary dialogue acts in Geap Section 5.6
(page 77):

Speaker D:Uh the remote control and the docking station
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Meet ASR-Spurts  Human

ES2004a 0.04255 0.06016
ES2004b 0.04845 0.05664
ES2004c 0.06145 0.07204
ES2004d 0.04263 0.04812
ES2014a 0.09303 0.10463
ES2014b 0.07475 0.07813
ES2014c 0.09769  0.10030
ES2014d 0.08080 0.07982
IS1009a 0.15810 0.15256
1S1009b 0.06884  0.08556
1S1009¢ 0.06422 0.11776
1S1009d 0.10325 0.12989
TS3003a 0.06924 0.05704
TS3003b 0.12962 0.07534
TS3003c 0.10156  0.10064
TS3003d 0.06387 0.07626
TS3007a 0.09938 0.09572
TS3007b 0.05804 0.05687
TS3007c 0.08521  0.07990
TS3007d 0.05244  0.05595
AVERAGE 0.079 0.084

Table 8.6: ROUGE-SU4 Scores for Spurt Summarization and Human Summarization

Speaker D:Docking station and small screen would be or main points of
interest because this would be

Speaker D:Advise that it should be remote control on the docking statio
should be telephone

Speaker D:So you could imagine that uh the remote control be standing
up

Speaker D:Design where the remote control just lies

Speaker D:And grey black colour for the

8.3.5 Discussion

The reason that the spurt-based approach performs bedtethb dialogue-act based
approach according to ROUGE seems to be that there is a fwerdégranularity.
For the AMI test set, there are on average nine fewer dialagtseextracted for each
meeting compared to spurts extracted. The spurts simpt tietve shorter, and so
we can extract more of them. The mean word count of a dialoguéahe AMI
test set meetings is 6.3 (s.d. 7.1), compared with 5.4 (s6) f@ spurts (interestingly,
however, the average of thengestspurt from each meeting is very slightly higher than
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the average of the longest dialogue act). Since our uniis fmer granularity it may be
that we can more easily separate the informative and namArEtive portions of the
transcript. For example, with dialogue acts we might exteagery long dialogue act
because it has several high-scoring words, but in fact tmanebe only one part of the
dialogue act that is particularly relevant and the remaimegtuld simply be included
because it is one extraction unit.

Of course, one solution to this problem is to compress digdayts after extraction,
and the first section of this chapter described one set of cegsn experiments.
However, a certain amount of compression would be unnege#sae began with
a finer granularity for our extraction units. It is somewhaaaoundabout process to
segment dialogue acts, extract the most informative oneishvwtend to be longer units,
and then compress them, compared with simply using fineaetidn units to begin
with. Compression is still very useful, especially whenitifermative portions of the
extraction unit are spread throughout the unit with intaimg uninformative words or
phrases, but using spurts may decrease our need to carrgyofutrther compression.

8.4 Conclusion

This section has described three areas of further resear@xtoactive summariza-
tion and discussed preliminary methods of addressing ther@mt challenges. For
automatic compression, we described prosody-based nethatloutperform a sim-
ple text-based approach for compressing a set of dialoggdram the ICSI corpus.
Compression is an active area of research in and of itseltladnethods presented
here are preliminary and fairly simple, but they illustratessome extent the usefulness
of prosodic features for this task. Other possible featofesterest for dialogue act
compression are n-gram language model probabilities afRl@Bfidence scores, and
a competitive system could perhaps combine such featutagowasodic information
for robust compression results.

We then addressed the challenge of online summarizatioarenhwe must de-
cide whether or not to extract a dialogue act before we hagdtith context of the
meeting. We introduced a score-trading mechanism by whigladyust dialogue act
scores based on the immediate surrounding context in thénge&Ve showed that
even without access to the full meeting, we are able to extiabogue acts with a
high level of precision. This finding is particularly intstang within the scope of the
AMIDA project, where meetings are automatically analyzeds close to real-time as
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possible. Two variations on score-trading were both founle effective, increasing
the weighted f-score compared with extraction based on sadhiaff scores alone.

In the third section of this chapter, we discussed spuréthaegmentation, car-
rying out summarization with extraction units segmentedphyse and filled pause
information. We find that by using spurts, our ROUGE scorapass the ROUGE
scores from using dialogue act segments. Additionally, we fhat the ROUGE re-
sults for spurt-based summarization approach human peafoce on the AMI corpus
meetings. The findings of the spurt results have ramification the results in the
prior two sections of this chapter. First of all, we hypoikeghat using a finer level
of granularity in our extraction units will make us less aali on needing to carrying
out further compression. And second, spurt-based segti@ntaill be very useful
for online summarization, wherein the speech stream musetmented as quickly as
possible and full dialogue act segmentation is not feasible

Finally, we can briefly mention other challenges and digewdifor speech summa-
rization in the coming years. In general, it is expected thatspeech summarization
community in the immediate future will focus increasingly moving beyond simple
extractive summarization, as will the summarization comityun general. In Chap-
ter 7 we have laid groundwork that will hopefully inform andl &uture research in
making extractive summaries more abstractive, or creduyfgid summaries.

The unique nature of group multi-modal interaction meaas thulti-modalsum-
mariescan be generated to convey the information contained in aingeeFuture
summarization work in this domain may increasingly look@bining edited video,
audio, and transcripts with selected slides, screensmatanates in order to create
complex summaries from multiple sources. These multi-rhodarmation sources
can be exploited not only in the meeting browser, but as featin the summarization
system itself. For example, note-taking behaviour by theting participants might
be particularly indicative of the presence of relevant infation at that point in the
discussion.

Work on the summarization of meetings will also look inciegl/ at complex
interactions involving remote participants who may be didkia video or telephone.
As remote conferencing equipment becomes more commonptagid become in-
creasingly rare to find that all meeting participants willdieending the discussion in
person. Technologies that facilitate these long-distanceersations both during and
between meetings will be vital.

More generally, in the coming years speech summarizatiseareh will likely



Chapter 8. Further Work 171

expand into new speech domains. Most work to date has beseedccaut on broadcast
news, lectures, telephone speech or meetings. In the neae fthe popularity of
podcasts and audio-based discussion forums may merirceseahose areas.

It has been widely agreed upon that summarization resaarsheuld incorporate
extrinsic evaluations as much as possible rather thanysagling on intrinsic mea-
sures, and the coming years may see the development of veidedpted and adopted
extrinsic schemes for evaluating summaries of this typeatd.din Chapter 6 we have
described one such extrinsic evaluation, deeision auditask, which hopefully can
inform the eventual adoption of a standardized extrinsgk ta the community.

The speech summarization community would greatly beneiihfan annual meet-
ing along the lines of the Document Understanding Conferemdich, for the text
summarization community, has allowed researchers tolegtabe state of the art and
compare numerous systems on benchmark tasks. Such a cme&feveuld likely ex-
pedite development in this field and introduce researcloettset current relevant work
going on at institutions other than their own. Perhaps nerosimgle step would in-
crease the quality of speech summarization in the immedigtee as much as this
would.



Chapter 9

Conclusion

9.1 Discussion

In this thesis we have examined the task of extractive sumatarn of spontaneous
multi-party speech, and specifically researched the usedslof various multi-modal
features for several stages of the summarizaton procegsexpgerimental hypothesis
has been that utilizing the multitude of features availébiehis type of data would be
beneficial compared to simply treating the summarizatish & a text summarization
task with a noisy transcript. We have repeatedly demormstrttis hypothesis to be
true, showing that a rich variety of lexical, prosodic, stural, and speaker features
yield optimal results for the overall task.

The most important contributions of this research are fold; which we summa-
rize in order of the thesis structure. First, we have congaeyeral term-weighting
approaches in terms of summarization performance on ngedtita. Our first novel
term-weighting methodsu.idf which relies on differing term usage among speakers,
performs at state-of-the-art levels compared with therteghres imported from text IR.

A second novel methodwssd relies on speaker and structural correlates of terms and
performs competitively without any recourse to term-frexey or collection-frequency
information. We also found that these novel metrics diffetween corpora, with the
former performing better on the AMI data and the latter itwetter on the ICSI data.

In Chapter 5, we usesb.idf andtf.idf as the vector weights in a variety of summariza-
tion systems and founsb.idf to be consistently superior. This portion of the research
will inform future work on speech summarization, as chogsiterm-weighting metric

is a vital first development step for most summarizationeystand there are numer-
ous metrics from which to choose.

172
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Second, we have conclusively determined the most effestt® of features for
summarizing meeting data, using multiple corpora, so tinatré research on this data
will be well-informed in regards to deciding which individufeatures and general
feature sets merit inclusion in the research. The featunalysis is the most com-
prehensive that we have seen for these two meeting corposgards to automatic
summarization research. More importantly, we have ilatstl the importance of in-
vestigating a wide variety of features in order to achievinog@l results. In Chapter 5,
we described several unsupervised summarization tecesigpplied to this data, as
well as supervised methods utilizing a variety of multi-rabiéatures for this data. We
found that we could achieve the best extraction resultsrdoup to weighted f-score
by using a combination of lexical, prosodic, speaker, stmat and length features.
We also found that using certain feature subsets alone edoh good summarization
results. Using only prosodic features, for example, allow$o create decent quality
summaries, allowing for the possibility of creating auttieaudio summaries without
automatic speech transcription. It was also repeatedlgddhat summarization re-
sults did not deteriorate on the ASR-aligned databasessiimenarization techniques
in general are very robust to moderately high WERs for thespara. In the same
chapter, we characterized how informative and uninforveatiialogue acts are real-
ized in terms of their feature correlates.

Third, we have presented a large-scale extrinsic evaludtio summarization in
this domain. While we relied on intrinsic measures of summnaéion quality in Chap-
ters 4, 5 and 7, in Chapter 6 we described an extrinsic evatutir comparing sum-
marization types. The specific formulation of the task wadeaision audit where
users had to review several archived meetings in order tefgat complex informa-
tion need, utilizing different information sources in eamdndition. We found that
the extractive summaries were highly rated in terms of uagsfaction, human ob-
jective and subjective evaluations, and in terms of efficieser browsing and writing
behaviour during the task. Though users rated summarieSBf hanscripts substan-
tially lower in terms of satisfaction, they were able to aempd modify their browsing
behaviours by using the summary dialogue acts as indiceghietmeeting and then
relying much more on audio/video disambiguation. Users tiirede summaries to be
intuitive and efficient for browsing meetings in time-caasted situations. It is widely
agreed upon in the summarization community that such est¢rmeasures should in-
creasingly supplement the intrinsic measures that are fasetkvelopment purposes.
The impact of thelecision audievaluation is significant in that it justifies research on
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extractive speech summarization by showing that such suyntypes are useful for
navigating through the meeting data, and in that it provadpessible model for future
large-scale summarization evaluation within the reseaochmunity. Specifically, if
speech summarization researchers organize a regularenoé such an extrinsic task
could form one of the system evaluation components.

Four, we have presented work that begins to move the speeuinatization state-
of-the-art further down the extractive-abstractive comtim. Though the research de-
scribed in Chapter 7 was still firmly in the extractive pagadj with the aim of extrac-
tive informative dialogue acts as our summary units, th@pse of those experiments
was to find high-level meta dialogue acts in the meeting:sawdeere the speakers are
referring to the meeting itself, often in terms of decisiaysals or problems that were
encountered. We found that we could discern such dialogisefraen other dialogue
acts by using a diverse multi-modal set of features, incgdibstractive cuewords.
These dialogue acts are realized distinctly from the diadogcts labelled as “extrac-
tive” in Chapter 5, in terms of their prosodic and structuairelates. We evaluated
these new “meta” summaries using three metrics — weightecigpon using the new
extractive labels, weighted precision using the old exitvadabels, and ROUGE —
and found the new summaries to be superior on each measuee®yng summaries
that include as much high-level perspective as possibléewalating the informative
portions of the meeting, we end up with summaries that areerabstractive in qual-
ity than previous extractive summaries. This aspect of thekwill hopefully inform
future research on abstractive summarization and hybrichsarization.

At multiple points in this research, we found our summar@asystems perform-
ing near or at human-level performance on the given task<hiapter 5, weighted
precision scores are level between human and automatic atinars on the ICSI
corpus. For the AMI corpus, though the average precisionescare lower for the
automatic summarizers overall, on numerous individualtmgse the automatic sys-
tems meet or exceed human performance according to thiscmietiChapters 7 and
8, which incorporate ROUGE metrics, we find automatic penfamce nearing human-
level performance according to ROUGE-2 and ROUGE-SU4 orAtié corpus test
set. However, the system is strongest in terms of precismhveeaker in terms of
recall, as it tends to extract longer dialogue acts for isidn in our brief summaries.
Future work will aim to counteract the system’s dependemckeingth features.

A limitation of most of the summarization systems describeckein is that they
focus on classifying a candidate sentence according tariesbf that candidate sen-
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tence, such as prosodic cues and term-weights, with lessddgr features of the

sentence context. For example, further investigationaccdetermine that informative
sentences tend to be preceded or succeeded by certaimpattére signal or the text.

The score-trading method described in Chapter 8 Sectiofp8de 158) is one attempt
at examining the candidate sentence’s context. Predifgataires in particular could

be beneficial for the use case where somebody remotely mimgjtthe meeting wants

to be alerted when a subject is about to be broached or a ®phwut to shift.

This research for the most part has not addressed the tnelatrindisfluencies in
spontaneous speech, other than the removal of filled pabsether work in this area
could greatly increase the coherence and readability ohetite summaries. In a
similar vein, the derivation and use of confidence scoreth®recognition output on
these meeting corpora would likely yield both greater infativeness and readability.

9.2 Conclusion

Meetings are increasingly a ubiquitous part of people'sdjand technologies as de-
scribed above and implemented in a browser framework vidhaindividuals to make
more efficient use of their time between meetings and duriegtings, whether they
are attending in person or remotely. The discussions thgpdrain such meetings
are unique in that they often exhibit low information depsmulti-modal information
sources, and distinct speaker roles and structural clesistats, which together war-
rant the application of extractive technologies that ipooate these features. We have
shown that such summarizers can efficiently discern the mnéstmative portions
of the meeting from the remainder, and that said systemsagabte of challenging
human-level precision on this task.



Appendix A
Decision Audit Documents

This appendix provides materials used in the decision ax@ieriments, including the
pre-questionnaire given to the participants, writtenrungions for the task, and the
post-questionnaire with Likert-scale statements.

A.1 Pre-Questionnaire

Pre-Questionnaire

Please answer the following questions as best you can. Iéstigm is not
relevant, simply answer "N/A”.

What is your age?

Please state your gender.

What is your current profession / study ?
What is your country of origin?

How often do you use a computer?

How often do you participate in meetings?

How would you characterize your typical meetings (e.g. scibmatter,
goal, atmosphere)?

When you have missed a meeting, how do you typically catclewp (ead
the minutes, ask other participants) ?

A.2 Instructions - Condition 3

Task Instructions

This browser presents you with a record of four meetingsdtd by four
individuals. The four meetings are in a series (A,B,C,D}Y #re overall
goal of the meetings was for the group to design a televigiorote control
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together. The four participants are a project manager (B8#8:; interface
designer (Ul), marketing expert (ME) and an industrial gesr (ID).

Using this browser, you can read the transcript of each mgetratch the
video and listen to the audio of each meeting, and you arepaesented
with summaries of what happened in each meeting. These stiemaae
divided into four sections: Decisions, Actions, Goals, &ndblems. Re-
peatedly clicking on a sentence within a summary will take ymorelated
sentences within the meeting transcript in turn.

We are interested in the group’s decision-making abilityg therefore ask
you to evaluate and summarize a particular aspect of thegudsion.

The group discussed the issue of separating the commoatyfuactions
of the remote control from the rarely-used functions of #mmote control.
What was their final decision on this design issue? Pleade arshort
summary (1-2 paragraphs) describing the final decision,adteynatives
the participants considered, the reasoning for and aganysalternatives
(including why each was ultimately rejected), and in whicketings the
relevant discussions took place. Please write your summaing browser
tab labelled Writing tab.

You have a total of 45 minutes for this task. Please leavesgiuenough
time to complete the written summary. | will give you a waigiwhen
there are 5 minutes remaining. Please signal me when yoleady to
begin the experiment. If you finish before the allotted tiplease signal
me to end the experiment. Thank you very much for your time.

A.3 Post-Questionnaire - Conditions 3 and 4

For each statement in the following section, indicate hawrsfly you
agree or disagree with the statement by providing the méstaet num-
ber (for example, 1=disagree strongly and 5=agree strpngly

1. I found the meeting browser intuitive and easy to useagtse strongly
1-2-3-4-5 agree strongly)

answer=

2. 1 was able to find all of the information | needed. (disagsgengly
1-2-3-4-5 agree strongly)

answer=

3. I was able to efficiently find the relevant information.s@ljree strongly
1-2-3-4-5 agree strongly)

answer=

4. | feel that | completed the task in its entirety. (disagstengly 1-2-3-
4-5 agree strongly)

answer=
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5. I understood the overall content of the meeting discussig¢disagree
strongly 1-2-3-4-5 agree strongly)

answer=

6. The task required a great deal of effort. (disagree styoh@-3-4-5
agree strongly)

answer=
7. 1 had to work under pressure. (disagree strongly 1-2534dree strongly)
answer=

8. | had the tools necessary to complete the task efficierfthisagree
strongly 1-2-3-4-5 agree strongly)

answer=

9. I would have liked additional information about the meg8. (disagree
strongly 1-2-3-4-5 agree strongly)

answer=

10. It was difficult to understand the content of the meetingjag this
browser. (disagree strongly 1-2-3-4-5 agree strongly)

answer=

In the following section, please answer the questions wilhicat response
of 1-3 sentences.

11. How useful did you find the meeting summaries?
12. What information would you have liked that you didn’t b&v



Appendix B
Cuewords Lists

This appendix provides the cueword lists for the AMI and I€8tpora for manual
and ASR transcripts, as used in Chapter 4. Each term repisesestem. Terms are
listed in descending order according to ratio of frequemogxtracted dialogue acts to
frequency in non-extracted dialogue acts.
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Rank AMI-MAN  AMI-ASR Rank AMI-MAN  AMI-ASR

1 expect expect 36 previous suggest
2 found  component 37 look gonna
3 component found 38 overall wanna
4 project fairly 39 present list
5 focus agenda 40 we little

6 group focus 41 suggest whole
7 research project 42 cannot were
8 meet group 43 were look
9 final research 44 report last
10 agenda team 45 want we
11 fairly meet 46 little interest
12 general final a7 after cannot
13 list action 48 interest present
14 particular particular 49 point want
15 decision general 50 inform saw
16 role decision 51 relevant could
17 consider will 52 saw after
18 response discuss 53 could inform
19 us first 54 last would
20 decide especially 55 something point
21 will relevant 56 maybe always
22 discuss decide 57 probably reason
23 first role 58 able then
24 team us 59 definite happy
25 option report 60 would bit
26 should should 61 idea better
27 mention find 62 then all
28 action option 63 end idea
29 whole mention 64 help explain
30 need need 65 reason  something
31 find previous 66 said said
32 example example 67 necessary ask
33 important response 68 ask issue
34 especially important 69 though probably
35 gonna consider 70 can wonder

Table B.1: AMI Cuewords, Manual and ASR
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Rank AMI-MAN  AMI-ASR Rank AMI-MAN  AMI-ASR

1 focus focus 36 start mostly
2 fairly soon 37 will first

3 area fairly 38 able we
4 group apparently 39 us option
5 project study 40  background us
6 report report 41 everything turn
7 soon group 42 we find
8 decision project 43 ask summary
9 topic finish 44 look  everybody
10 summary response 45 want arge
11 result result 46 important suggest
12 next next 47 found want
13 appar decision 48 last action
14 response topic 49 bit important
15 issue general 50 first slide
16 study decide 51 list  everything
17 general issue 52 end last
18 finish ask 53 time gonna
19 decide able 54 gonna note
20 hurt discuss 55 worry whole
21 problem end 56 were research
22 mention interpret 57 help would
23 interpret factor 58 need idea
24 discuss found 59 whole probably
25 turn inform 60 idea need
26 inform area 61 everybody suppose
27 option bit 62 factor refer
28 relevant problem 63 little help
29 meet meet 64 suppose particular
30 find mention 65 particular were
31 suggest  background 66 note will
32 action bad 67 before time
33 research start 68 agenda wrong
34 refer look 69 previous final
35 nice nice 70 now wont

Table B.2: ICSI Cuewords, Manual and ASR
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Decision Audit Gold-Standard Items

This appendix contains the gold-standard items for thest@mtiaudit task as deter-
mined two human judges. These are the pieces of informatoon the four meetings
that together work to satisfy the information need.

AGR standard for an agreement or decision, PRP stands fapagal, INF stands
for information from external sources, DIS stands for dsston, and REJ stands for
rejection of a proposal or idea.

e ES2008a

e AGR: The remote control must be simple.

e AGR: The remote control must not have too many buttons.

e PRP: There should not be too many different remote contuskstp watch T.V.

e PRP: They proposed to have one remote control with main iumgand a sep-
arate one for special functions.

e DIS: They discussed personal experiences with remotes i@fergnces about
simplicity. In general they do not like complicated remdbes also do not want
a lot of separate remotes.

e DIS: They are unsure if the remote should only be for the T.V.

e ES2008b

¢ INF: The marketing expert presented a marketing study tlesitioned an LCD-
screen on the remote control.
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e PRP: The user interface designer and the marketing expggesti a sliding
screen that hides the more complicated buttons.

e PRP: The simple features should stay on the main part.
e AGR: The essential features should have large buttons.

e AGR: There is a possibility to access extra features (tleapassibly hidden) but
they will not be as prominent as the main features.

e AGR: They decide to concentrate only on T.V. remote control.

e ES2008c
e PRP: The industrial designer mentioned the possibilityrof @D-screen.

e PRP: The user interface designer proposes to use AppleksdaP@ model for
the remote control.

¢ PRP: There should be buttons for the advanced features sumtightness and
contrast.

e PRP: The buttons for the advanced features could be inclodethe remote
control or they could be on a little LCD-screen.

e DIS: The participants discussed having either an LCD-dig@r a menu that
comes up on the T.V. screen.

¢ DIS: The disadvantage of an LCD-display is that it would bekm@nd require
backlighting.

e DIS: The disadvantage of a menu on the T.V. screen would beetaability of
the text on a small T.V. screen that might be far away.

e PRP The user interface designer proposed to have a scroll orethe (T.V.-)
screen and to use push buttons to scroll. Advantage: Theesiroipip can be
used and that chip is also cheaper.

e AGR: They agreed to have a menu button with on-screen fumgtio

e AGR: They agreed on using push buttons instead of a scrokélvhe

e ES2008d
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e PRP: They proposed to have five buttons.

— Menu button
— Volume up

— Volume down
— Channel up

— Channel down
e PRP: The project manager suggests adding a seperate paveer. bu
e AGR: They agreed on having six buttons including a seperatepbutton.

e (sliding screen / hatch never mentioned again)



Appendix D
Abstractive Cuewords

This appendix provides the list of abstractive cuewordsluseChapter 7. These are
derived by comparing frequency in the training data ab&tracfrequency in the train-

ing data extracts. The terms in Table D.1 are ranked in dscrga@rder according to
that frequency ratio.
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Rank  Cueword Rank Cueword
1 team 26 use
2 group 27 product
3 specialist 28 component
4 member 29 complain
5 manager 30 introduce
6 project 31 device
7 expert 32 drew
8 discuss 33 gave
9 remote 34 examine
10 design 35 she
11 industrial 36 meet
12 their 37 suggest
13 include 38 state
14 prototype 39 cost
15 interface 40 work
16 whether 41 misplace
17 feature 42 not
18 he 43 function
19 user 44 budget
20 present 45 material
21 participate 46  recognition
22 decide 47  incorporate
23 market 48 button
24 contain 49 her
25 announce 50 initial

Table D.1: Abstractive Cuewords
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Appendix E
Meta and Non-Meta Comparison

Below are the meta and non-meta summaries for AMI meetin@U38, for compari-

son. The meta summary scored much more highly accordingitghtesl f-score using
the new extractive labels. Dialogue acts preceded by ansstedicate examples of
meta comments that were not included in the low-level surgmar

E.1 Meta Summary of TS3003c

speaker Bis it possible to um program it s so uh you got on the left sidewubn the
right side uh buttons for for shifting u up and shifting up awdthe uh other uh uh o
other side uh buttons for uh shifting uh for for the sound

speaker Bweve got um the buttons we have to use the onoff sound onafitsbigher
or lower um the numbers uh zero to uh uh nine um the generazith more general
b one button for shifting up and shifting down uh channel

speaker Dbut if we would make um a changing channels and changing whuitton
on both sides that would certainly yield great options fe design of the remote
speaker Dand i think a voice recognition function would not make theog¢e control
much easier to use

« speaker Aso the industrial designer and user interface designerang ¢go work
together on this one

speaker Ai personally think the lcd screen we wanna use with the erfiaiination i
think nobody has anything against it

speaker Aso you have a but button on your docking station which you assih@and
then it starts beeping

speaker Aits important that the corporate design image uh is goingtimithe remote
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speaker Cand uh our d manufacturing department can also deliversiogived or
double curved ca curved cases

speaker Dthis was for like an lcd screen like you would have on a on tleenttost
advanced mobile phones

speaker Dand on top of that the lcd screen would um help in making theoteroon-
trol easier to use

speaker Abut i think just a simple battery which you can reload on a duoglstation
is just as good

speaker Dpersonally i dont think that older people like to shake tihemote control
before they use it

speaker Dcause we would have to make one w uh control which would fit it \&i
wooden cover and a plastic cover the more original one or thie standard one
speaker Aso maybe a docking station will help them give the remote egla

« speaker Bbut uh is uh our uh research um about um bi large uh lcd sh ulegisp
uh just a small one uh we want to uh use

« speaker Auh fi think first of all we have to see uh it is possible to intugd kinetic
energy in our budget i think

speaker Cthe the single curved so im not really sure what theyre goool like but
I think its something like this

speaker Aon which you can apply yeah remote controls on which you cahyagf-
ferent case covers for example

speaker Aand then we can we can still use the voice recognition but enéyén for
only the the channels

speaker Dum i thought maybe we could just make one of those buttons tinthe
left and the right side

speaker Acant we make uh cant we make a remote which you can flip over s&d u
on the same

speaker Aand then you can make them with colour black and grey otheucslas
well

speaker Aif we dont have the voice recognition it will it wont use a |dtemergy to
use um

speaker Auh requirements are uh teletext docking station audio sgmall screen
with some extras that uh button information

« speaker Aif you wanna have a look at it its over there in the projectdéol
speaker Dum we also um asked if w they would if people would pay more paexzh
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recognition in a remote control

speaker Abecause uh maybe your hand is in the way if you have the di$yalissy
speaker Agive your grandfather a new case for his remote control orteviea
speaker Ajust thats for left hand and right hand users

speaker Auh but maybe we have to make it a | a bit more fancy in one or anthan
way

x speaker Dum i heard our industrial designer talk about uh flat single double
curved

E.2 Non-Meta Summary of TS3003c

speaker Bis it possible to um program it s so uh you got on the left sideubn the
right side uh buttons for for shifting u up and shifting up andthe uh other uh uh o
other side uh buttons for uh shifting uh for for the sound

speaker Dum well the trendwatchers i consulted advised that it b ghbalthe remote
control and the docking station should be telephoneshaped

speaker Bweve got um the buttons we have to use the onoff sound onafitcsbigher
or lower um the numbers uh zero to uh uh nine um the generalrimith more general
b one button for shifting up and shifting down uh channel

speaker Bum double push push um if double click um so uh you get uh bigulti-s
tles for uh people uh um uh which ¢ f uh who cant uh read smaluibtities

speaker Dum besides that we would advise um to bring two editions ole aswood-
like colour and maybe feel and one with a greyblack colour

speaker Dso they would prefer uh a design where the remote controlipsstlat in
the docking station

speaker Band and uh for uh shifting up a sen uh c ch channel or uh for unutting
out uh sound or something you can uh just give a sign uh say undsuoff

speaker Aand a few points of interest in this meeting um are the coneegpecifi-
cation of components uh conceptual specification of desiginedso trendwatching
speaker Bum also we want to uh use a little d display uh for um for dispigyhe uh
the functions of the buttons

speaker Bonly uh buttons uh for uh sound um for uh onoff um uh shiftingouu sa
uh ca channel or uh down shifting down

speaker Dbut if we would make um a changing channels and changing whuitton
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on both sides that would certainly yield great options fe design of the remote
speaker Dum this is this image will give you a little bit of an impressiabout um the
lookandfeel that um the remote should have

speaker Bfinding an attractive uh way to control uh the remote controlthe uh i
found some uh something about uh speech uh recognition

speaker Dand ive consulted some additional trendwatch trendwaschieer the orig-
inal trendwatchers return about what the the best desigovmeu

speaker Bum you can think about um uh when you lost your um remote coptio
can uh call it and um it gives an um sig signal

speaker Dum for our um group were focusing on the people of sixty to Bigtyears
old this is um these factors are slightly more equal

speaker Auh requirements are uh teletext docking station audio sgmall screen
with some extras that uh button information

speaker Bbut uh is uh our uh research um about um bi large uh Icd sh ulegisp
uh just a small one uh we want to uh use

speaker Band a special uh button for shifting up uh and uh shifting dodrchannel
um its uh on place where um the thumb of of the

speaker Bum almost uh e all uh remote controls uh are using a onoff budtothat
place

speaker Band um we can uh build in a function f which uh shows the chaongbme
uh which the t television is on

speaker Dso you could imagine that uh the remote control will be stagdip straight
in the docking station

speaker Dcause we would have to make one w uh control which would fit it \&i
wooden cover and a plastic cover the more original one or thie standard one
speaker Duh the remote control and the docking station should uh biemathe in
the room

speaker Cuh for the casing uh the uh manufacturing department canetelh a flat
casing single or double curved casing
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Intersection and Union of Human

Selected Dialogue Acts

For both the AMI and ICSI test sets, we find the union and ietetien of dialogue
acts selected by human annotators, and calculate the ipreeaisd recall on each of
those sets. For the AMI test set, the intersection of sadetitdogue acts is on average
23% as large as the union of selected sentences. This igygarhaurprising given our
knowledge of the low inter-annotator agreement.

For the six ICSI test set meetings, the intersection of sedkdialogue acts is on
average less than 3% as large as the union of selected sesitdimis partly reflects our
finding that inter-annotator agreement is substantialiieldfor the ICSI data compared
with the AMI data. Another reason for the much smaller petage for the ICSI data
is that three of the six ICSI test set meetings have more thige tannotators, thus
decreasing the chance that a given dialogue act would betsélby every annotator
in those meetings. However, even for the three meetingsexglstly three annotators,
the intersection of human selected dialogue acts is very low

Table F.1 provides the precision and recall scores for thé édvipus, comparing
tf.idf andsu.idf metrics across manual and ASR transcripts.

SUIDF Manual SUIDF ASR  TFIDF Manual TFIDF ASR

Union Precision 0.79 0.82 0.76 0.76
Union Recall 0.15 0.15 0.16 0.15
Intersection Precision 0.28 0.29 0.25 0.26
Intersection Recall 0.22 0.22 0.22 0.22

Table F.1: Precision and Recall for Union and Intersection, AMI Corpus
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SUIDF Manual SUIDF ASR  TFIDF Manual TFIDF ASR

Union Precision 0.61 0.67 0.63 0.74
Union Recall 0.068 0.082 0.086 0.10
Intersection Precision 0.032 0.033 0.023 0.05
Intersection Recall 0.13 0.013 0.10 0.24

Table F.2: Precision and Recall for Union and Intersection, ICSI Corpus

Table F.2 provides the precision and recall scores for tt& E0rpus, comparing
tf.idf andsu.idf metrics across manual and ASR transcripts.
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