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Clustering & Mixture Models 
K-Means & the EM Algorithm

Clustering



K-means

K-means algorithm



K-means algorithm (continued)

Hard Vs Soft assignments



Clustering

Input
Desired output

Soft labelingHard labeling

K=3 is the number of clusters, here chosen by hand

Probabilistic approach



Probabilistic approach

The EM algorithm



The EM algorithm



The EM algorithm

Clustering images



EM for text data

Success stories:

“Large” text dataset:

• 1,000,000                words in 1967
• 1,000,000,000,000  words in 2006

• Speech recognition
• Machine translation

What is the common thing that makes both of these work well?

• Lots of labeled data
• Memorization is a good policy

[Halevy, Norvig & Pereira, 2009]

Statistical machine translation

Yo te amo

I love you I love chocolate

Yo amo el chocolate

I am

Yo soyYo te amo

1. Get many sentence pairs – easy.
2. Compute correspondences
3. Compute translation table: P(Spanish|English)
4. Repeat steps 2 and 3 till convergence

Yo amo el chocolate Yo soy



Statistical machine translation

“Gorgeous red sea, sun 
and sky”

sun sea sky

sun   sea   sky
[Duygulu, Barnard, d F, Forsyth, 2001]



K-means for feature learning

[Adam Coates, Honglak Lee & Andrew Ng 2009]

Whitening

[Adam Coates, Honglak Lee & Andrew Ng 2009]



K-means for feature learning

[Adam Coates, Honglak Lee & Andrew Ng 2009]

Learned bases (centroids)

[Adam Coates, Honglak Lee & Andrew Ng 2009]



Mapping image to feature vector

[Adam Coates, Honglak Lee & Andrew Ng 2009]

K-means for feature learning

[Adam Coates, Honglak Lee & Andrew Ng 2009]




