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Layerwise vs end-to-end training

“do CNN layers need to be learned jointly to obtain high
performance? We will show that even for the challenging
ImageNet dataset the answer is no.”
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Image recognition

UBC MLRG Greedy Layerwise Training Can Scale to ImageNet 17-June-2024 3 / 18



AlexNet

5 convolutional and 3 fully-connected layers with about 62 million parameters.
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Visual Geometry Group (VGG)
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Layerwise CNN

Successively solving an auxiliary problem
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Layerwise CNN

Transformation of sample x through some block j = 1, . . . , J

{
xj+1 = ρWθjPjxj
zj+1 = Cγj xj+1 ∈ Rc (1)

Total number of blocks J. (e.g. J = 4 for CIFAR10, J = 8 for ImageNet)

Classifier/ prediction zj

Non-linear activation ρ (e.g. ReLu)

convolution operator Wθj with parameters θj (e.g. 3× 3 convolution)

Pooling operator Pj

Auxiliary classifier Cγj with parameters γj to go from xj to zj
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Layerwise CNN

CNN classifier Cγj

Cγj xj =

{
LAxj k = 1

LAρW̃k−2 . . . ρW̃0xj k > 1
(2)

convolutional layers W̃0, . . . , W̃k−2

c classes in classification problem

k-hidden layer CNN auxiliary problem

Linear operator L with output dimension c

Spatial averaging operator A
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Layerwise CNN

Minimize empirical risk R̂ greedily at every block.
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Reason 1 for greedy layerwise training

Performance
Computation and memory costs (does not require full gradients)

Works just as well as end-to-end in experiments
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CIFAR10 results
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ImageNet results
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Reason 2 for greedy layerwise training

Greedy layerwise approach allows building theory for deep networks

Known properties of shallow networks (especially 1-hidden layer NNs)

Show that progressively adding shallow networks give improvements
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Progressive improvement at every block
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Progressive Improvement
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Questions/ Discussion

Is end-to-end training necessary for image classification? For other tasks?

Is greedy layerwise training more efficient?

Does this approach further our understanding of deep networks?

How many blocks? How many CNN-layers per block?

How else can we use the auxiliary classifiers?
Ensemble used in the paper

Z =
J∑

j=1

2j zj
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Datasets

CIFAR-10 (170MB):

32× 32 colour images

50,000 training images

10,000 validation images

10 categories

ImageNet1000 (150Gb):

colour images of various sizes

> 1.2 million training images

50,0000 validation images

1000 categories
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