
Evita: An Email Visualization and Tagging System using
Machine Learning
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ABSTRACT
Evita (Email VIsualizer andTAgger) is an email visualizati-
on and tagging application that uses a machine learning ap-
proach to alleviate the laborious and error-prone process of
manually labelling emails. Evita’s AdaBoost classification
algorithm predicts the applicability of manually added email
tags to new emails. Its Active Learning algorithm guides
users by ranking the informativeness of untagged emails to
the training algorithm if they were manually tagged. To help
users in manually tagging emails, Evita’s visualizer uses Land-
mark Multidimensional Scaling to display the email collec-
tion as seen by the machine learning component. Also, ani-
mation conveys the effects of tagging back to the users. The
predictive aspect of Evita was favourably evaluated using
standard machine learning protocols.

INTRODUCTION
One of the many problems of traditional file management
systems is the need to slot files hierarchically, which requi-
res manual classification of files into labelled folders. Such
file systems create a number of issues. First, research has
shown that the act of file classification is a major cognitive
load, which users try to defer as long as possible [8]. Second,
most information does not fall happily into neat categoriza-
tion structures with simple labels, but over overlapping and
fuzzy categories [11]. Third, it is almost impossible to gene-
rate category names that can be used unambiguously due to
polysemy (i.e., more than one meaning for a single word).
In fact, study has shown that people choose the same single
word to describe a familiar object only 20% of the time [5].

Since most file management systems do not offer semantic
querying of stored data, retrieval of information is predo-
minately location-based. In order to facilitate the retrieval
process, most users develop elaborate file structures to help
organize their data. However, since these hierarchical file
structures are static, they cannot be reconfigured to reflect
changes in the data except through explicit and laborious in-
put from the user. Also, a strict hierarchy requires file be

Figure 1. Screen capture of the main screen of Evita.
Structure of the emails are displayed based on the Land-
mark MDS algorithm. Perceptual layering renders the time
dimension of the email where more recent emails are per-
ceived as being on a higher layer. The green box around
the email icons codes the degree of desirability for the
email to be tagged. The bi-color bar codes the applicabi-
lity of the tag to the email as predicted by the system. Insert
is a detailed view of a part of the screen.

uniquely classified.

One possible approach in addressing these problems is to
allow multiple descriptors, or tags, for each file. This per-
mits semantic information search, and removes the need for
a hierarchically-structured file system. However, there are
two major costs to this approach: (1) the trade-off in infor-
mation retrieval strategy where direct access (i.e., retrieval
based on browsing by location) is replaced by a search-only
approach (i.e., retrieval based on keyword input), and (2) the
need to tag the information to allow for semantic querying.

The act of tagging, like organizing, is still a cognitive load.
Also, there is no guarantee as to the consistent use of des-
criptors as tags. In view of this, researchers have suggested
automatic machine tagging (e.g., [13]). While automatic tag-
ging may at first seem to require the least amount of effort
from users in managing their files, users can remember tags
better if they assign them to the files themselves [10]. We
therefore take a semi-automatic machine learning approach
where users supply the tags and illustrate their use with exi-
sting emails. To assist users in the tagging process, we provi-
de a visualization to help users work with the machine lear-
ning algorithm.
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MACHINE LEARNING IN EVITA
There are two machine learning components in Evita:

1. Using the AdaBoost classification algorithm, Evita builds
a model of feature/tag relationship to predict the appli-
cability of individual tags to an email. This is done by
analysing the features of previously tagged emails.

2. To minimize manual tagging, Evita uses an “active” lear-
ning algorithm that identifies the emails that would provi-
de the most information if manually tagged.

AdaBoost
The problem of predicting the applicability of a tag to an
email based on manually tagged examples is one of classifi-
cation. Evita uses an AdaBoost classification algorithm [4].
AdaBoost is a type of Ensemble Learning algorithm that
works by combining a set of “weak” classifiers, each perfor-
ming only slightly better than chance, into a “strong” clas-
sifier that is guaranteed to have better performance. Evita’s
weak classifiers are simple “rule-of-thumb” classifiers of the
form “if condition C is false, return valuec0. If it is true,
return valuec1.”.

In Evita, the conditionC is the presence of a term, usually
a word, in the emails. The exact values of{C, c0, c1} for
each tag is learned from email examples where the user has
indicated if the tag applies. The training algorithm is based
on Schapire’s BoosTexter [15].

Active Learning
Evita uses an active learning algorithm to reduce manual la-
belling. It is “active” as it predicts the informativeness of
a manully tagged email to the training algorithm. Our al-
gorithm is based on Schapire’s, which is confidence-based
and tries to greedily select emails to minimize the uncertain-
ty of the tag predictions [16]. The users can then maximize
the performance of the classifier by labelling a few “key”
emails, but Evita does not constrain the order of labelling.
Once an email is manually labelled, Evita updates the trai-
ning set, rerun AdaBoost to find a new set of weak classifiers
and weights, and the active learning algorithm updates the
suggestions based on the new information.

VISUALIZATION IN EVITA
There are two major goals for the visualization: (1) to display
emails in context, and (2) to convey the effect of a manual
tagging event.

Displaying emails in context
While users may find it difficult to label individual emails
viewed in isolation, the tagging process may be better sup-
ported if the emails are viewed in context of the email collec-
tion. Also, since the AdaBoost algorithm selects key emails
based on the information the tags can provide to the system,
we would like to reflect such boundaries and clusters visual-
ly to help the users in their tagging process. However, direct
visualization of these boundaries and clusters can be difficult
due to the large number of features used in our approach to
make up the prediction value.

Instead, Evita displays the underlying structure of the user’s
emails as seen by the classifyer. Since each email is repre-
sented by a vector of high dimension in the classifyer, we
need to project the email vectors onto displayable space. In
Evita, we use a dimension reduction technique called Land-
mark Multidimensional Scaling (LMDS) [1].

Using LMDS, Evita can display the similarity relationship
between emails in 2D space, as shown in Figure 1. Indivi-
dual emails are represented as rectangular email icons, and
their placement is calculated using LMDS. In order to faci-
litate tagging, the email icons show the author, subject and
first few words of the body to help users recall the represen-
ted emails. To reduce visual cluttering of the display, Evita
uses perceptual layering to create visual layers, where older
emails are put on lower layers to minimize distraction [17].
In addition, the visualizer conveys a “desirability” valuefor
each email, which is our Active Learning algorithm’s pre-
dictions as to the informativeness of the emails (Section ).
This value is encoded as the thickness of the margins of the
email icons with a salient color to draw user’s attention to
the more “desirable” emails.

Conveying the effects of tagging
The second component of the visualization is to convey the
change in tag applicability on the entire collection after the
user manually tag an email. Such feedback allows the user
to experiment and learn to select appropriate tags, and to
motivate labelling by demonstrating progress.

Each email has a single real-valued “hypothesis” score for
each tag provided by the system, encoding both the predicti-
on and the confidence of the prediction. If the value is posi-
tive, the tag applies; if negative, it does not. The magnitude
of the hypothesis is the system’s confidence in this predic-
tion. Evita uses a bi-colour bar at the bottom of each email
icon to encode this information, with orange for positives,
and blue for negatives. The length of the bar corresponds to
the confidence. Due to the saliency of these colours, users
can quickly estimate the overall applicability of the tag in
the email collection at a glance.

Once an email has been tagged, the system applies that in-
formation to produce a new set of hypothesis values for the
email collection. To direct the user’s attention to the largest
changes, Evita blinks the icons with the largest changed va-
lues, and animates the change in the confidence bar.

EVALUATION
For the purpose of evaluation, we collected a set of 78 emails
communicated over a four-month period. These emails can
be classified into categories of “evita project”, “school ad-
ministration”, “database topics”, and “project idea spinoffs”.
We tested Evita using a tag called “project”.

AdaBoost classification
We evaluated Evita’s AdaBoost algorithm usingleave-one-
out cross-validationon a training set. Leave-one-out cross-
validation works by training the classifier as many times as
there are labelled data. Each time, one datum is withheld,
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Figure 2. The results of experiments in evolving the Ada-
Boost classifier. The solid line is the result of using active
learning to select the data, the dotted shows random selec-
tion. Using Active Learning, a good solution can be found
with only a few emails.

and training is done using the remaining data. The held-out
datum is submitted to the system as a test datum to obtain a
label prediction. If the prediction matches the label, the da-
tum has been successfully classified. In this way, we can test
on a single data set, while avoiding the problem of overfit-
ting.

We found that only 2 of the 78 test data were misclassified.
This is remarkably good result as the number of training data
was quite small, as was the amount of text in the emails.

Active Learning performance
In this test, we evaluated the performance evolution of the
classifier with added training data following the Active Lear-
ning evaluation model of [18]. Using our set of 78 emails
with known labels, we repeatedly train AdaBoost, starting
with a single positive and a single negative email, and ad-
ding a single email at instance. At each step, the emails that
were not used in the training are submitted to the classifier,
which predicts the labels and computes the error.

We ran the experiment twice. First, the emails were random-
ly added, and second, only the initial emails were randomly
selected, and the Active Learning algorithm was run to find
the most “desirable” email to be added to the classifier.

The results are shown in Figure 2, with the random selection
as a dotted line and Active Learning as a solid line. Each plot
is the average error over five trials. The random selection was
slower, taking 40 emails on average to achieve the same per-
formance level as Active Learning after 8 emails. The high
initial ßpikesänd the subsequent smoothness for the Active
Learning curve is due to the same emails being consistently
selected in the same order by the learning algorithm for most
of the trials.

RELATED WORK
A number of personal information management research pro-
jects adopt a semantic tagging approach. PARC’s Placeless
Document allows user-level attributes that are either added
by users, or extracted by software services based on file con-
tent [2]. MyLifeBits supports multimedia files and rich an-
notations to allow for semantic queries [6]. MIT’s Haystack
allows users to select predefined or new categories to descri-
be each document [12]. All these approaches requires users
to explicitly label documents, which is known to be a diffi-
cult task. To avoid manual tagging, a number of systems ha-
ve taken the automated approach. Stuff I’ve Seen indexes all
types of information to allow for keyword-based queries [3].
While unsupervise approaches avoided the laborious manu-
al tagging, it is unclear if the indexing/classifications bythe
system are appropriate and memorable to the users.

In the domain of emails, Kushmerick proposed an automa-
ted structure induction technqiue to automatically classify
emails based on the user’s activity [7]. Mock proposed a
nearest-neigbour classifer based on existing content of user-
created folders [9]. Similarly, SwiftFile adapts to user’sdy-
namic email filing habit with an incremental learning algo-
rithm based on a TF-IDF classifier [14]. Despite automati-
cally slotting emails into folders, these systems still organi-
ze emails hierarchically, and emails are related by location
only.

FUTURE WORK AND CONCLUSION
In working with Evita, we gained insights into both fields of
Machine Learning and Information Visualization, and how
they can interact to enhance the user experience.

Our concern had been that emails were too brief, and had too
few features to create a valid content-based model. On the
contrary, there are a few attributes that makes email particu-
larly good candidate for content-based classifiers like Ada-
Boost: (1) the content is usually designed to be clear and
concise with fairly little noise; (2) email replies regularly
quote the entire body of the original text allows accumulati-
on of content. Indeed, we can take further advantage of the
unique features of emails such as threads in to improve Evi-
ta’s performance.

Evita’s visualizer acts as the interface between the user and
its machine learning component. This role is different from
that of most visualizations where the purpose is to help user
manage email by exploring and examining the entire col-
lection. Instead, Evita directs the user’s attention to there-
levant results provided by its machine learning component,
and avoids the need for active exploration of all the data. Fur-
ther, by conveying the effect of their tagging actions back to
the user in an interesting and information manner, Evita may
encourage the users to spend more time training the system,
and thus improving the performance of the machine learning
component and the informativeness of the visualizer.
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