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Abstract
Multi-BFT consensus runs multiple leader-based consensus 
instances in parallel, circumventing the leader bottleneck 
of a single instance. However, it contains an Achilles’ heel: 
the need to globally order output blocks across instances. 
Deriving this global ordering is challenging because it must 
cope with different rates at which blocks are produced by 
instances. Prior Multi-BFT designs assign each block a global 
index before creation, leading to poor performance.

We propose Ladon, a high-performance Multi-BFT proto-
col that allows varying instance block rates. Our key idea is 
to order blocks across instances dynamically, which elimi-
nates blocking on slow instances. We achieve dynamic global 
ordering by assigning monotonic ranks to blocks. We pipeline 
rank coordination with the consensus process to reduce pro-
tocol overhead and combine aggregate signatures with rank 
information to reduce message complexity. Ladon’s dynamic 
ordering enables blocks to be globally ordered according to 
their generation, which respects inter-block causality. We 
implemented and evaluated Ladon by integrating it with 
both PBFT and HotStuff protocols. Our evaluation shows 
that Ladon-PBFT (resp., Ladon-HotStuff) improves the peak 
throughput of the prior art by ≈ 8× (resp., 2×) and reduces 
latency by ≈ 62% (resp., 23%), when deployed with one strag-
gling replica (out of 128 replicas) in a WAN setting.
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1 Introduction
Byzantine Fault Tolerant (BFT) consensus is crucial to estab-
lishing a trust foundation for modern decentralized applica-
tions. Most existing BFT consensus protocols, like PBFT [8]
or HotStuff [39], adopt a leader-based scheme [8, 10, 23],
in which the protocol runs in views, and each view has
a delegated replica, known as the leader. The leader is re-
sponsible for broadcasting proposals (i.e., a batch of client
transactions) and coordinating with replicas to reach a con-
sensus on its proposals. However, the leader can become a
significant performance bottleneck, especially at scale. The
leader’s workload increases linearly with the number of repli-
cas [2, 18, 24, 36, 37], making the leader the dominant factor
in the system’s throughput and latency.
To address the leader bottleneck, Multi-BFT systems [2,

24, 36, 37] have emerged as a promising alternative. Multi-
BFT consensus runs multiple leader-based BFT instances in
parallel, as shown in Fig. 1. A replica may participate as a
leader in one BFT instance and as a backup in others. Like
a single BFT system, each BFT instance in Multi-BFT out-
puts a sequence of committed blocks, which will never be
reverted in the partial sequence (as opposed to the global
sequence introduced shortly). These blocks are referred to as
being partially committed. Then, these blocks are ordered in
a global sequence and become globally confirmed, function-
ing as a single instance system. Such a scheme can balance
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Figure 1. An overview of Multi-BFT paradigm. The
shaded (resp., white) blocks refer to the globally confirmed
(resp., partially committed) blocks. The dashed blocks refer
to the blocks to be produced in the future.
the workloads of replicas and fully utilize their bandwidth,
thereby increasing the overall system throughput.
However, the Achilles’ heel of Multi-BFT consensus lies

in its global ordering. Existing Multi-BFT protocols [2, 24,
36, 37] follow a pre-determined global ordering: a block is
assigned a global index that depends solely on two numbers,
its instance index and its sequence number in the instance’s
output. As a concrete example, consider Fig. 1 with three in-
stances outputting four blocks (produced and to be produced
in the future). For example, the three blocks from Instance
2 receive global indices of 2, 5, 8, and 11. Replicas execute
partially committed blocks with an increasing global index
one by one until they see a missing block.
In a decentralized system, this simple global ordering

method has performance issues. A slow leader, often called a
straggler, can slow down not just one instance, but the entire
system. For example, Instance 1 in Fig. 1 has a straggling
leader that only outputs one block (with a global index of
1). This causes three “holes” in the global log (at positions
4, 7 and 10), and prevents four blocks (5, 6, 8, and 9) from
being globally confirmed. This reduces the system’s through-
put and increases latency, posing a challenge for building
high-performance Multi-BFT systems. (We provide further
theoretical analysis and detailed experimental results to il-
lustrate the impact of stragglers in Sec. 2.1). This challenge
is prevalent in decentralized systems where variations in
replica performance and network conditions make strag-
gling leaders commonplace. Even worse, an adversary can
violate the causality of blocks across instances, allowing it to
front-run [3, 15] its transactions ahead of others to gain an
unfair advantage in applications like auctions and exchanges.
(See more discussion in Sec. 4.3.)

In this paper, we propose Ladon1, a high-performance
Multi-BFT consensus protocol that considers instances’ vary-
ing block rates. Our insight is to dynamically order partially
committed blocks from different instances by their assigned
monotonic ranks at production. The rank assignment satisfies
two properties: 1) agreement: all honest replicas have the

1Ladon is a monster in Greek mythology, the dragon with one hundred
heads that guarded the golden apples in the Garden of the Hesperides.

same 𝑟𝑎𝑛𝑘 for a partially committed block; and, 2)monotonic-
ity: the ranks of subsequently generated blocks are always
larger than the rank of a partially committed block to respect
block causality. Here, the agreement property ensures that
replicas that use a deterministic algorithm to order partially
committed blocks by their ranks can achieve the same or-
dering sequence, while monotonicity preserves inter-block
causality.

The above dynamic global ordering decouples the depen-
dency between the replicas’ partial logs to ensure fast genera-
tion of the global log, eliminating the straggler impact. It also
orders blocks by their generation sequence, preserving inter-
block causality. For instance, consider Fig. 1 with instances
using the monotonic rank for subsequent blocks. The next
block of Instance 1 will be assigned the rank of 10 instead
of 4, forcing it to be globally ordered after existing partially
committed blocks. The dynamic ranks enable Instance 1 to
quickly synchronize with other instances, alleviating the
impact of stragglers.

Achieving monotonic ranks is challenging due to the pres-
ence of Byzantine behaviors. Replicas need to agree on the
ranks of blocks to achieve consensus. To maintain mono-
tonicity, it is crucial that malicious leaders do not use stale
ranks or exhaust the range of available ranks. A leader has
to choose the highest rank from the ranks collected from
more than two-thirds of the replicas and increase it by one.
To ensure that the leader follows these rules, each block in-
cludes a set of collected ranks and the associated proof (i.e.,
an aggregate signature) of the chosen ranks. However, this
basic solution introduces latency and overhead. To optimize
this solution, we pipeline the rank information collection
with the last round of consensus and further combine ag-
gregate signatures with rank information to reduce message
complexity.

We built end-to-end prototypes of Ladon with PBFT and
HotStuff, denoted as Ladon-PBFT and Ladon-HotStuff, re-
spectively. Furthermore, we believe Ladon can compose
with any single-leader BFT protocol. We conduct extensive
experiments on AWS to evaluate and compare Ladon with
existing Multi-BFT protocols, including ISS [37], RCC [24],
Mir [36], and DQBFT [1]. We run experiments over LAN and
WANwith 8−128 replicas, distributed across 4 regions. With
one straggler in WAN, Ladon-PBFT (resp. Ladon-HotStuff)
achieves 8× (resp. 2×) higher throughput and 62% (resp. 23%)
lower latency with 128 replicas as compared to ISS-PBFT
(resp. ISS-HotStuff). Over LAN, Ladon demonstrates perfor-
mance trends similar to those observed in the WAN setting.

2 Existing Multi-BFT Susceptibility
2.1 Performance Degradation
Existing Multi-BFT protocols [2, 24, 36, 37] with the pre-
determined global ordering perform well when all instances
have the same block production rate. With𝑚 instances, they
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(a) Analytical results (b) Experimental results

Figure 2. The analytical and experimental perfor-
mance of Multi-BFT consensus with/without a strag-
gler. The vertical line in (a) represents the queued partially
committed blocks, while the horizontal line represents the
delay of the global ordering.

can achieve𝑚 times higher throughput and similar latency to
single-instance systems. By adjusting𝑚, the system can max-
imize the capacity of each replica, allowing the throughput
to approach the physical limit of the underlying network.

However, performance will significantly drop when there
are straggling instances caused by faulty or limited-capacity
leaders, unstable networks, or malicious behaviors. Consider
a simple case where a slow instance with a straggling leader
produces blocks every 𝑘 rounds while the remaining𝑚 − 1
normal instances produce blocks every round. Let 𝑅 (resp.,
𝑅′) denote the number of partially committed (resp., globally
confirmed) blocks per round. We have 𝑅 = 1/𝑘 + 𝑚 − 1
and 𝑅′ =𝑚/𝑘 , which implies that the system throughput is
about 1/𝑘 of the ideal scenario. Over time, the accumulation
of 𝑅′ − 𝑅 blocks every round leads to a continuous delay
increase in waiting for global confirmation.

Fig. 2a shows the analytical results for the case above. First,
we observe that the number of partially committed blocks
that wait to be globally confirmed grows over time. Similarly,
the delay for partially committed blocks to become globally
confirmed also grows over time. Fig. 2b plots experimental
results of throughput and latency (defined in Sec. 6.2) to
show the practical impact of stragglers. We run ISS [37],
a state-of-the-art Multi-BFT protocol, in which consensus
instances are instantiated with PBFT [8]. We set 𝑚 = 16,
and show results for 0, 1, and 3 stragglers in WAN. Other
settings are the same as Sec. 6.2. With 1 and 3 stragglers,
the maximum throughput is reduced by 89.7% and 90.2% of
the system’s throughput with 0 stragglers, respectively. The
latency with 1 and 3 stragglers increases up to 12× and 18×
of the system’s latency with 0 stragglers, respectively.

2.2 Revisiting Straggler Mitigation
Most existing methods focus on detecting straggling lead-
ers and then replacing them with normal ones. However,
we show that this detect-and-replace approach cannot fix
these issues. This motivated us to design a dynamic global

ordering mechanism to mitigate the impact of stragglers
algorithmically. Stathakopoulou et al. [36] propose to use
the timeout mechanism to replace leaders of the instances
that do not timely output partially committed blocks. Simi-
larly, in RCC [24], a straggling leader will be removed once
its instance lags behind other instances by a certain num-
ber of blocks. These mechanisms fall short in three ways.
First, if there are multiple colluding stragglers in the system,
it is difficult to detect them. Second, replicas that perform
poorly due to lower capacities will be replaced, resulting in
poor participation fairness for decentralized systems. Third,
straggling leaders are only one cause of not timely producing
partially committed blocks by instances. Network turbulence
and dynamically varying replica capacities could also cause
an instance to slow down for a period of time.
Unlike these methods, DQBFT [1] mitigates the impact

of stragglers by adding a special instance to globally order
partially committed blocks from other instances. However,
this centralized instance can itself become a performance
bottleneck with a straggling leader. And, the leader in this
special instance can also maliciously manipulate the global
ordering of blocks.

3 Models and Problem Statement
3.1 System Model
We consider a systemwith𝑛 = 3𝑓 +1 replicas, denoted by the
setN . A subset of at most 𝑓 replicas is Byzantine, denoted as
F . Byzantine replicas can behave arbitrarily. The remaining
replicas inN \ F are honest and strictly follow the protocol.
All the Byzantine replicas are assumed to be controlled by a
single adversary, which is computationally bounded. Thus,
the adversary cannot break the cryptographic primitives
to forge honest replicas’ messages (except with negligible
probability). There is a public-key infrastructure (PKI): each
replica has a pair of keys for signing messages.
We assume honest replicas are fully and reliably con-

nected: every pair of honest replicas is connected with an
authenticated and reliable communication link. We adopt
the partial synchrony model of Dwork et al. [14], which is
widely used in BFT consensus [8, 39]. In the model, there
is a known bound Δ and an unknown Global Stabilization
Time (GST), such that after GST, all message transmissions
between two honest replicas arrive within a bound Δ. Hence,
the system is running in synchronous mode after GST.

Like classical BFT consensus [8, 39], we assume that Byzan-
tine replicas aim to destroy the safety and liveness proper-
ties by deviating from the protocol. They may strategically
delay their operation (e.g., without triggering timeout mech-
anisms), appearing as stragglers to either compromise per-
formance or violate block causality (Sec. 4.3). It is worth
noting that in decentralized applications, due to replicas’
heterogeneous capacities, honest replicas may also behave
as stragglers.
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3.2 Preliminaries
We now introduce some building blocks for our work.
Sequenced Broadcast (SB). We follow ISS [37] to use Se-
quenced Broadcast (SB) for consensus instances. SB is a vari-
ant of Byzantine total order broadcast with explicit round
numbers and an explicit set of allowed messages. In particu-
lar, given a set of messages𝑀 and a set of round numbers 𝑅,
only one sender 𝑝 (i.e., the leader) can broadcast a message
(𝑚𝑠𝑔, 𝑟 ), where (𝑚𝑠𝑔, 𝑟 ) ∈ 𝑀 ×𝑅. Honest replicas can deliver
a message 𝑚𝑠𝑔 with round number 𝑟 . If an honest replica
suspects that 𝑝 is quiet, all correct nodes can deliver a spe-
cial 𝑛𝑖𝑙 value𝑚𝑠𝑔 =⊥ ∉ 𝑀 . Otherwise, honest replicas can
deliver non-nil messages𝑚 ≠⊥. There is a failure detector 𝐷
to detect a quiet sender. SB is implementable with consensus,
Byzantine reliable broadcast (BRB), and a Byzantine fault
detector [37]. An instance of SB (𝑝, 𝑅,𝑀, 𝐷) has the following
properties:
• SB-Integrity: If an honest replica delivers (𝑚𝑠𝑔, 𝑟 ) with
𝑚𝑠𝑔 ≠⊥ and 𝑝 is honest, then 𝑝 broadcast (𝑚𝑠𝑔, 𝑟 ).
• SB-Agreement: If two honest replicas deliver (𝑚𝑠𝑔, 𝑟 )
and (𝑚𝑠𝑔′, 𝑟 ), then𝑚𝑠𝑔 =𝑚𝑠𝑔′.
• SB-Termination: If 𝑝 is honest, then 𝑝 eventually delivers
a message for every round number in𝑅, i.e.,∀𝑟 ∈ 𝑅 : ∃𝑚𝑠𝑔 ∈
𝑀 ∪ {⊥} such that 𝑝 delivers (𝑚𝑠𝑔, 𝑟 ).
Blocks. A block 𝐵 is a tuple (𝑡𝑥𝑠, 𝑖𝑛𝑑𝑒𝑥, 𝑟𝑜𝑢𝑛𝑑, 𝑟𝑎𝑛𝑘), where
𝑡𝑥𝑠 denotes a batch of clients’ transactions, 𝑖𝑛𝑑𝑒𝑥 denotes
the index of the consensus instance, 𝑟𝑜𝑢𝑛𝑑 denotes the pro-
posed round, and 𝑟𝑎𝑛𝑘 denotes the assigned monotonic rank.
We use 𝐵.𝑥 to denote the associated parameter 𝑥 of block
𝐵. For example, 𝐵.𝑡𝑥𝑠 is the set of included transactions. If
two blocks have the same 𝑖𝑛𝑑𝑒𝑥 , we call them intra-instance
blocks; otherwise, we refer to them as inter-instance blocks.
It’s important to note that when a block is globally confirmed
(as introduced shortly), replicas can compute a unique global
ordering index 𝑠𝑛 for it. In other words, 𝑠𝑛 is not a predeter-
mined field of the block. In the following, we still use 𝐵.𝑠𝑛
for clarity.
Aggregated signature scheme. The aggregated signature
is a variant of the digital signature that supports aggrega-
tion [4]. That is, given a set of users 𝑅, each with a signature
𝜎𝑟 on the message𝑚𝑟 , the generator of the aggregated sig-
nature can aggregate these signatures into a unique short
signature: agg({𝜎𝑟 }𝑟 ∈𝑅) → 𝜎 . Given an aggregation signa-
ture, the identity of the aggregation signer 𝑟 and the original
message𝑚𝑟 of the signature can be extracted. The verifier
can also verify that 𝑟 signed message𝑚𝑟 by using the verify
function: verifyAgg((𝑝𝑘𝑟 ,𝑚𝑟 )𝑟 ∈𝑅, 𝜎) → 0/1.

3.3 Problem Formulation
We consider a Multi-BFT system consisting of 𝑚 BFT in-
stances indexed from 0 to𝑚 − 1. Thus, the 𝑖th (1 ≤ 𝑖 ≤ 𝑚)
instance has an index of 𝑖 −1. The system can be divided into

two layers, a partial ordering layer P and a global ordering
layer G.
Partial ordering layer. Clients create and send their trans-
actions to replicas for processing, which constitute the in-
put of the partial ordering layer P𝑖𝑛 . We assume there is a
mechanism (e.g., rotating bucket [36]), which assigns client
transactions to different instances to avoid transaction re-
dundancy. Each instance runs an SB protocol, and in each
round, a leader packs client transactions into blocks, pro-
poses (i.e., broadcast in SB) the blocks, and coordinates all
replicas to continuously agree on the blocks. We denote the
block produced by instance 𝑖 in round 𝑗 as 𝐵𝑖𝑗 . The output of
the partial ordering layer is a collection of𝑚 sequences of
partially committed (i.e., delivered in SB) blocks produced by
all the instances, where the 𝑖th sequence from 𝑖th instance is
denoted by

〈
𝐵𝑖1, 𝐵

𝑖
2, ..., 𝐵

𝑖
𝑘𝑖

〉
, and 𝑘𝑖 is the number of partially

committed blocks in the 𝑖th instance till now. We denote the
entire collection by P𝑜𝑢𝑡 =

〈
𝐵𝑖1, 𝐵

𝑖
2, ..., 𝐵

𝑖
𝑘𝑖

〉𝑚−1
𝑖=0 .

Global ordering layer. A Multi-BFT system should per-
form as a single BFT system, and so blocks output by the
partial ordering layer across𝑚 instances should be ordered
into a global sequence. Thus, the input of the global or-
dering layer is the output of the partial ordering layer, i.e.,
G𝑖𝑛 = P𝑜𝑢𝑡 =

〈
𝐵𝑖1, 𝐵

𝑖
2, ..., 𝐵

𝑖
𝑘𝑖

〉𝑚−1
𝑖=0 . Following certain ordering

rules (which vary according to different designs), these input
blocks are ordered into a sequence, and the associated index
is denoted as 𝑠𝑛. These output blocks are globally committed
and executed, i.e., globally confirmed, denoted by the set G𝑜𝑢𝑡 .
Blocks in G𝑜𝑢𝑡 satisfy the following properties:
• G-Agreement: If two honest replicas globally confirm
𝐵.𝑠𝑛 = 𝐵′.𝑠𝑛, then 𝐵 = 𝐵′.
• G-Totality: If an honest replica globally confirms a block
𝐵, then all honest replicas eventually globally confirm the
block 𝐵.
• G-Liveness: If a correct client broadcasts a transaction
𝑡𝑥 , an honest replica eventually globally confirms a block 𝐵
that includes 𝑡𝑥 .

4 Dynamic Global Ordering
4.1 Monotonic Rank
We first present the required properties of monotonic ranks
and then discuss how to realize them.
Properties. The global ordering layer assigns partially com-
mitted blocks monotonic ranks (short for rank in the fol-
lowing discussion). These ranks will determine the output
block sequence of the system. Monotonic ranks have two
key properties:
• MR-Agreement: All honest replicas have the same rank
for a partially committed block.
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• MR-Monotonicity: If a block 𝐵′ is generated after an
intra-instance (or a partially committed inter-instance) block
𝐵, then the rank of 𝐵′ is larger than the rank of 𝐵.
These two properties collectively ensure that given a set

of partially committed blocks with ranks, honest replicas can
independently execute an ordering algorithm to produce a
consistent sequence of globally confirmed blocks without
any additional communication. Specifically, blocks are or-
dered by increasing rank, with a tie-breaking of instance
indexes. MR-Monotonicity guarantees block causality such
that if a block is partially committed before another block
is generated, then the partially committed block is globally
confirmed before the latter. While a trusted global time could
further strengthen block causality [27], the current system
still provides a robust level of causality, even without such
global time coordination.
The realization. We first show how to achieve the MR-
Agreement property for blocks’ ranks without running ad-
ditional consensus protocols. In particular, a block can be
assigned a rank either when it is proposed or after it is output
by a consensus instance (i.e., running SB). We observe that
for the former approach, no additional procedure is required
to achieve the property since the rank is piggybacked with
the block that has to go through the consensus process. By
contrast, the latter approach requires an extra consensus
process. Thus, we use the former approach for efficiency.
Second, to achieve MR-Monotonicity, a leader first col-

lects the highest ranks from at least 2𝑓 + 1 replicas. It then
increments the highest rank among these by one and assigns
this as the rank for its proposed block. However, there exists
a potential vulnerability: a malicious leader might attempt
to disrupt monotonicity by introducing stale ranks. To coun-
teract this, each collected rank is sourced from blocks that
have received sufficient votes and are accompanied by cryp-
tographic certificates, which validate their authenticity (see
Sec. 5.2.2). These collected ranks and certificates are then
integrated into the proposed block for validation. Conse-
quently, even if a Byzantine leader attempts to manipulate
the ranks, the authenticity checks constrain it. We further an-
alyze the impact of possible Byzantine behaviors on system
performance in Sec. 4.4.
Overhead analysis.The above approach has two overheads:
the rank collection process (one round of communication)
and the larger block size. To mitigate the former, we inte-
grate the rank collection into the consensus phases of the
prior block. This eliminates extra communication, signifi-
cantly reducing rank collection latency. As for the latter, we
observe that the increased block size is negligible given the
block payload size. For example, the additional rank infor-
mation and certificates included in blocks comprise less than
1% of the total block size (i.e., 2MB) with 100 replicas. We
also use a custom aggregate signature mechanism to further
reduce rank information included in blocks. Specifically, a

Algorithm 1 The Global Ordering Algorithm
1: upon G𝑖𝑛 is updated
2: S′← getLastBlock(G𝑖𝑛)
3: 𝐵∗ ← findLowestBlock(S′)
4: 𝑏𝑎𝑟 = (𝐵∗ .𝑟𝑎𝑛𝑘 + 1, 𝐵∗ .𝑖𝑛𝑑𝑒𝑥) //compute the bar
5: S ← G𝑖𝑛 \ G𝑜𝑢𝑡
6: 𝐵𝑐𝑎𝑛 = findLowestBlock(S) //find candidate block
7: while 𝐵𝑐𝑎𝑛 ≺ 𝑏𝑎𝑟 //𝐵𝑐𝑎𝑛 has a lower index than 𝑏𝑎𝑟
8: G𝑜𝑢𝑡 ← G𝑜𝑢𝑡 ∪ 𝐵𝑐𝑎𝑛 //globally confirm 𝐵𝑐𝑎𝑛
9: S ← S \ 𝐵𝑐𝑎𝑛 //update S
10: 𝐵𝑐𝑎𝑛 = findLowestBlock(S) //find next 𝐵𝑐𝑎𝑛
11: end while

//Return block with the lowest ordering index
12: function findLowestBlock(V)
13: 𝐵∗ ← first block inV
14: for each 𝐵 ∈ V do
15: if 𝐵 ≺ 𝐵∗
16: 𝐵∗ ← 𝐵

17: end if
18: end for
19: return 𝐵∗

block only needs to include one aggregated signature as a
certificate of the collected ranks.

4.2 Global Ordering Algorithm
Algorithm 1 shows the global ordering process running at a
replica. The algorithm takes the set G𝑖𝑛 of partially commit-
ted blocks as its input (which is the output from the partial
ordering layer) and outputs the setG𝑜𝑢𝑡 of globally confirmed
blocks (Sec. 3.3).
Algorithm 1 is based on two basic ideas. First, partially

committed blocks can be globally ordered by increasing
ranks and a tie-breaking to favor block output from consen-
sus instances with smaller indices. For example, given two
blocks 𝐵 and 𝐵′, block 𝐵 will be globally ordered before 𝐵′,
when 𝐵.𝑟𝑎𝑛𝑘 < 𝐵′.𝑟𝑎𝑛𝑘 or 𝐵.𝑟𝑎𝑛𝑘 = 𝐵′.𝑟𝑎𝑛𝑘 ∧ 𝐵.𝑖𝑛𝑑𝑒𝑥 <

𝐵′.𝑖𝑛𝑑𝑒𝑥 . For convenience, we use 𝐵 ≺ 𝐵′ to denote that
block 𝐵 has a lower global ordering index than block 𝐵′. Sec-
ond, a partially committed block can be globally confirmed
if its global index is lower than a certain threshold (which
will be defined later).

Nowwe describe the algorithm.When G𝑖𝑛 is updated with
new partially committed blocks, the replica runs the global
ordering algorithm to decide globally confirmed blocks. The
key step is to compute a threshold called the confirmation
bar (short for bar), by which blocks with lower global order-
ing indices can be globally confirmed. To compute 𝑏𝑎𝑟 , the
replica first fetches the last partially confirmed block from
each instance, denoted by the set S′ (Line 2). Here, a block
is partially confirmed only if all previous blocks in the same
instance become partially committed. It then finds the block
𝐵∗ that has the lowest ordering index among the blocks in
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Figure 3. An illustration of the dynamic global order-
ing process. At time 𝑡1, a new block 𝐵22 is partially commit-
ted, which makes blocks 𝐵12 and 𝐵

0
3 globally confirmed.

S′, i.e., ∀𝐵′ ∈ S′ with 𝐵′ ≠ 𝐵∗ : 𝐵∗ ≺ 𝐵′ (Line 3). Thereafter,
bar can be computed as a tuple of (𝑟𝑎𝑛𝑘, 𝑖𝑛𝑑𝑒𝑥) (Line 4):

𝑏𝑎𝑟 := (𝑟𝑎𝑛𝑘, 𝑖𝑛𝑑𝑒𝑥) = (𝐵′.𝑟𝑎𝑛𝑘 + 1, 𝐵′.𝑖𝑛𝑑𝑒𝑥).

The threshold 𝑏𝑎𝑟 represents the lowest global ordering in-
dex that can be owned by subsequently generated blocks.
The 𝑏𝑎𝑟 is initialized with (0, 0).

With 𝑏𝑎𝑟 defined, the replica repetitively checks uncon-
firmed blocks in G𝑖𝑛 and decides which blocks to confirm.
Specifically, let S = G𝑖𝑛 \ G𝑜𝑢𝑡 be the set of unconfirmed
blocks in G𝑖𝑛 (Line 5). The replica finds the block 𝐵𝑐𝑎𝑛 ∈ S
that has the lowest ordering index, which is referred to as the
candidate block (Line 6). If 𝐵𝑐𝑎𝑛 has a lower ordering index
than 𝑏𝑎𝑟 , 𝐵𝑐𝑎𝑛 can be globally confirmed because all future
blocks will have higher indices than 𝐵𝑐𝑎𝑛 . In particular, 𝐵𝑐𝑎𝑛
will be added to the set G𝑜𝑢𝑡 and removed from the set S
(Lines 8-9). The process repeats until no such 𝐵𝑐𝑎𝑛 can be
found (Line 10).

Fig. 3 provides a concrete example of the global order-
ing process. Suppose at time 𝑡1, a new partially commit-
ted block 𝐵22 is added to Instance 2, a replica has G𝑖𝑛 =〈
𝐵01, 𝐵

0
2, 𝐵

0
3, 𝐵

1
1, 𝐵

1
2, 𝐵

2
1, 𝐵

2
2
〉
and G𝑜𝑢𝑡 =

〈
𝐵01, 𝐵

0
2, 𝐵

1
1, 𝐵

2
1
〉
. Ac-

cording to the above algorithm, we have S′ =
〈
𝐵03, 𝐵

1
2, 𝐵

2
2
〉
,

𝐵∗ = 𝐵12, 𝑏𝑎𝑟 = (3, 1), and S =
〈
𝐵03, 𝐵

1
2, 𝐵

2
2
〉
. The first can-

didate block in S is 𝐵12, which has a lower rank than 𝑏𝑎𝑟
and so will be globally confirmed. Then, 𝐵12 is removed from
S, and S =

〈
𝐵03, 𝐵

2
2
〉
, the candidate block is 𝐵03, which can

be globally confirmed because it has the same rank but a
smaller index than 𝑏𝑎𝑟 and so it will be globally confirmed.
Finally, the set S contains only block 𝐵22 with a higher rank
than 𝑏𝑎𝑟 . Thus, 𝐵22 will not be globally confirmed, and the
search for globally confirmed blocks ends.

The dynamic global ordering effectively mitigates the im-
pact of stragglers on performance. Each instance works akin

to a separate relay track in a race. Instead of producing blocks
in a rigid sequential order, the assigned ranks can dynam-
ically adjust the position of each block produced by an in-
stance. This is like allowing slower runners on a relay track
to leap ahead in the race to keep up with faster runners on
other tracks, improving efficiency and reducing the latency
of global ordering.

4.3 Causality Enhancement
The above dynamic global ordering also respects inter-block
causality, which is a highly desirable property for decentral-
ized applications such as auctions and exchanges. It ensures
that no one can front-run a partially committed transaction.
In sharp contrast, this property is missing in previous Multi-
BFT protocols (with a pre-determined ordering) [2, 24, 36, 37].
To better understand the issues in existing Multi-BFT proto-
cols, refer to Fig. 1, where block 4 is proposed after blocks
5, 6, 8, and 9 but is globally ordered and executed before
them. Such violations may lead to various attacks including
front-running attacks [3, 15], undercutting attacks [22], and
incentive-based attacks [7, 16, 17]. For example, consider
a front-running attack [3, 15] of cryptocurrency exchange,
in which an attacker sees a large buy order 𝑡𝑥𝑣 in block 5,
shown in Fig. 1. Then, the attacker creates a similar buy or-
der 𝑡𝑥𝑚 in block 4. Since block 4 is placed ahead of block
5 in the global ordering, 𝑡𝑥𝑚 is processed before 𝑡𝑥𝑣 . As a
result, the attacker can buy the cryptocurrency at a lower
price, and later sell it back at a higher price to 𝑡𝑥𝑣 , profiting
at the expense of the original buyer.

Nevertheless, there is still a gap between the above prop-
erty and an ideal property that no one can front-run a trans-
action, which is referred to as client-side causality in prior
work [12, 13, 38]. Achieving this strong causality usually
requires complicated fair-ordering mechanisms [9], costly
cryptographic techniques (e.g., commitment [12] and thresh-
old cryptography [13]) or Trusted hardware (e.g., TEEs [38]).
We leave it as future work to use these techniques in Ladon.

4.4 Analysis of Byzantine leaders’ Impact
While the dynamic global ordering effectivelymitigates strag-
glers’ impact on performance as well as enhancing the inter-
block causality, challenges arise with Byzantine leaders, who
may intentionally delay block proposals or strategically min-
imize ranks of proposed blocks.
Strategic delay of block proposals. A Byzantine leader
can strategically delay the proposal of a new block, impact-
ing system latency. Additionally, such delays can be exploited
to gain a front-running advantage or more fees from propos-
ing transactions in some applications like blockchains. This
challenge is inherent to BFT systems (including single in-
stance and Multi-BFT systems), as delayed block proposals
are a common Byzantine behavior that is hard to differenti-
ate from honest actions in consensus protocols. The impact
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of this strategy is constrained by a timeout mechanism. In
each round, the leader is given a limited window of time to
propose a block. If the leader fails to do so within this period,
a timeout triggers, preventing excessive delays and allowing
the system to move forward, typically by initiating a view
change to replace the leader.
Minimizing rank for proposed block. Before proposing
a block, a leader first collects at least 2𝑓 + 1 highest certified
ranks from replicas and then increases the highest of these
by one to determine the rank for its new block. However, a
Byzantine leader could collect more than 2𝑓 + 1 ranks before
proposing a new block, subsequently discarding several high
ranks and selecting only the lowest 2𝑓 +1 ranks (see detailed
example in Appendix B of [32]).
To analyze this, consider a Byzantine leader collects at

least 2𝑓 + 1 ranks and only selects the lowest 2𝑓 + 1 ranks.
Let 𝑓 ′ be the actual number of Byzantine replicas (where
𝑓 ′ ≤ 𝑓 ). Then, among the lowest 2𝑓 + 1 ranks, there are at
least 2𝑓 + 1 − 𝑓 ′ ranks from honest replicas. So the selected
highest rank from these 2𝑓 +1 ranks is greater or equal to the
highest one from the 2𝑓 + 1 − 𝑓 ′ ranks from honest replicas,
which is at least the median of all the 𝑛 − 𝑓 ′ ranks from all
honest replicas. This implies that the selected highest rank
is at least the median of the ranks from honest replicas.
In Ladon-PBFT (see detailed description in Sec. 5.2.2),

when a block is partially committed, at least 2𝑓 + 1 replicas
send commit messages. These replicas have all received 2𝑓 +1
prepare messages, which serve as a quorum certificate for
the block’s rank. Hence, at least 2𝑓 + 1 replicas (including
𝑓 + 1 honest replicas) have this certified rank. Consequently,
the median of the certified ranks among all honest replicas
is greater than or equal to the rank of all committed blocks.
Therefore, even with rank manipulation, the leader’s pro-
posed rank will not be lower than the ranks of all partially
committed blocks.
Conclusion. Both Byzantine strategies will have a limited
impact on system performance and transaction causality, as
their effects are mitigated by built-in timeout mechanisms
and rank certification.

5 Ladon Design
We overview Ladon in Sec. 5.1 and then introduce the de-
tailed protocol with PBFT consensus instances in Sec. 5.2,
and then provide refinements to reduce message complex-
ity in Sec. 5.3. We sketch the correctness analysis of Ladon
in Sec. 5.4. Additionally, we provide an analysis of message
complexity, examples of protocol behavior, and the design
for composing Ladon with HotStuff; these are detailed in
Appendices A, B, and D in [32] due to space constraints.

5.1 Overview
Fig. 4 provides an overview of the core four components
in Ladon: rotating buckets, epoch pacemaker, consensus
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Figure 4. An overview of Ladon’s design. Client trans-
actions are enqueued into rotating buckets and are then
consumed by concurrent BFT protocol instances. Each in-
stance packs transactions into blocks that are eventually
totally ordered. Instances execute in epochs.

instance, and global ordering. Among them, rotating buck-
ets and the epoch pacemaker bear resemblance to existing
paradigms [37], while instance consensus and global order-
ing are tailored to realize the dynamic global ordering.
Rotating buckets. Ladon adopts rotating buckets from
ISS [37]. These are used to prevent multiple leaders from
simultaneously including the same transaction in a block.
Client transactions are divided into disjoint buckets, and
these are assigned round-robin to consensus instances when
an epoch changes. Bucket rotation mitigates censoring at-
tacks, in which a malicious leader refuses to include transac-
tions from certain clients.
Epoch pacemaker. The epoch pacemaker ensures Ladon
proceeds in epochs. At the beginning of an epoch, Ladon
has to configure the number of consensus instances, and the
associated leader for each instance, and initialize systems pa-
rameters. At the end of an epoch, Ladon creates checkpoints
of the current epoch across all instances, partially commit-
ting the block with the maximum rank of the current epoch.
The liveness property inherent to each instance ensures that
eventually, every instance will partially commit the block
with the maximum rank for the given epoch. Once this con-
dition is satisfied, Ladon transitions to the next epoch. We
detail the Epoch pacemaker in Sec. 5.2.1.
Consensus instances. In each epoch, multiple consensus
instances run in parallel to handle transactions from rotating
buckets. Ladon uses off-the-shelf BFT protocols such as
PBFT and HotStuff. Each consensus instance contains (1) a
mechanism for normal-case operation, and (2) a view-change
mechanism. Sec. 5.2.2 further details these two mechanisms.
Global ordering. The blocks produced by consensus in-
stances are globally ordered by the global ordering algorithm,
as detailed in Sec. 4.2. Upon global confirmation of a block,
the transactions are sequentially executed, with the results
subsequently relayed back to the respective clients.
We now review the flow of client transactions in Ladon.

These four steps match the numbered red arrows in Fig. 4.
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① A client creates a transaction 𝑡𝑥 , and sends it to some relay
replicas. The transaction 𝑡𝑥 is assigned into one bucket, and
forwarded to the associated leader for the current epoch.
② When the leader receives the transactions, it will first pack
the transactions in a block. Then, it runs consensus instances
with other replicas to partially commit the block.
③ Replicas run the global ordering algorithm to globally
confirm output blocks from instances.
④ Once the block is globally confirmed, the replica sends a
reply to the client. Upon receiving more than 𝑓 + 1 identical
replies, the client acknowledges the response as accurate.

5.2 Protocol Description
5.2.1 Epoch Pacemaker. Ladon proceeds in epochs. We
start with epoch 0, and an empty undelivered block set. All
buckets are initially empty.
Epoch initialization.At the start of epoch 𝑒 , Ladonwill do
the following: (1) calculate the range of 𝑟𝑎𝑛𝑘s and instance
index, (2) calculate the set of replicas that will act as leaders
in epoch 𝑒 based on the leader selection policy, (3) create a
new consensus instance for each leader, (4) assign buckets
and indices to the created instances, (5) start the instances
(see details in Sec. 5.2.2).

Here, we omit the details of the leader selection policy,
bucket assignment policy, and index assignment policy, be-
cause they are the same as the policies in ISS [37].

The range of 𝑟𝑎𝑛𝑘s for epoch 𝑒 is denoted as [𝑚𝑖𝑛𝑅𝑎𝑛𝑘 (𝑒),
𝑚𝑎𝑥𝑅𝑎𝑛𝑘 (𝑒)]. Given an epoch 𝑒 , the length 𝑙 (𝑒) is a customiz-
able parameter. It characterizes the number of 𝑟𝑎𝑛𝑘s in an
epoch, such that 𝑙 (𝑒) =𝑚𝑎𝑥𝑅𝑎𝑛𝑘 (𝑒) −𝑚𝑖𝑛𝑅𝑎𝑛𝑘 (𝑒) + 1. For
epoch 𝑒 = 0,𝑚𝑖𝑛𝑅𝑎𝑛𝑘 (0) = 0, and𝑚𝑎𝑥𝑅𝑎𝑛𝑘 (0) = 𝑙 (0) − 1.
For epoch 𝑒 ≠ 0,𝑚𝑖𝑛𝑅𝑎𝑛𝑘 (𝑒) =𝑚𝑎𝑥𝑅𝑎𝑛𝑘 (𝑒 − 1) + 1.
Epoch advancement. Ladon advances from epoch 𝑒 to
epoch 𝑒 + 1 when all the instances reach𝑚𝑎𝑥𝑅𝑎𝑛𝑘 (𝑒), i.e.,
the blocks with𝑚𝑎𝑥𝑅𝑎𝑛𝑘 (𝑒) in all instances have been par-
tially committed. Only then does the replica start processing
messages related to epoch 𝑒 + 1. To prevent transaction du-
plication across epochs, Ladon requires replicas to globally
confirm all blocks in epoch 𝑒 before proposing blocks for
epoch 𝑒 + 1. To this end, Ladon adopts a checkpoint mech-
anism, in which replicas broadcast a checkpoint message in
the current epoch before moving to the next epoch. Upon
receiving a quorum of 2𝑓 + 1 valid checkpoint messages,
a replica creates a stable checkpoint for the current epoch,
which is an aggregation of the checkpoint messages. When
a replica starts receiving messages for a future epoch 𝑒 + 1,
it fetches the missing log entries of epoch 𝑒 along with their
corresponding stable checkpoint, which prove the integrity
of the data.

5.2.2 Consensus Instance. We now describe Ladon us-
ing PBFT [8] for consensus instances (called Ladon-PBFT).

Algorithm 2 The Ladon-PBFT Algorithm for Instance 𝑖 at
View 𝑣 , Round 𝑛 and Epoch 𝑒

⊲ pre-prepare phase (only for leader)
1: upon receive 2𝑓 + 1 𝑟𝑎𝑛𝑘𝑚𝑠𝑔 do
2: 𝑟𝑎𝑛𝑘𝑆𝑒𝑡 ← 2𝑓 + 1 𝑟𝑎𝑛𝑘𝑚𝑠𝑔
3: 𝑟𝑎𝑛𝑘𝑚, 𝑄𝐶 ←getRank(𝑟𝑎𝑛𝑘𝑆𝑒𝑡)
4: 𝑡𝑥𝑠 ← cutBatch(𝑖𝑛𝑠.𝑏𝑢𝑐𝑘𝑒𝑡𝑆𝑒𝑡)
5: 𝑑 ← ℎ𝑎𝑠ℎ(𝑡𝑥𝑠)
6: 𝑟𝑎𝑛𝑘 ←𝑚𝑖𝑛{𝑟𝑎𝑛𝑘𝑚 + 1,𝑚𝑎𝑥𝑅𝑎𝑛𝑘 (𝑒)}
7: 𝑝𝑝𝑟𝑒𝑚𝑠𝑔← ⟨pre-prepare, 𝑣, 𝑛, 𝑑, 𝑖, 𝑟𝑎𝑛𝑘⟩𝜎
8: multicast ⟨𝑝𝑝𝑟𝑒𝑚𝑠𝑔, 𝑡𝑥𝑠,𝑄𝐶, 𝑟𝑎𝑛𝑘𝑆𝑒𝑡⟩
9: if 𝑟𝑎𝑛𝑘 =𝑚𝑎𝑥𝑅𝑎𝑛𝑘 (𝑒)
10: stop propose
11: end if
12:

⊲ prepare phase
13: upon receive 𝑝𝑝𝑟𝑒𝑚𝑠𝑔 do
14: if verify(𝑝𝑝𝑟𝑒𝑚𝑠𝑔)
15: 𝑝𝑟𝑒𝑚𝑠𝑔← ⟨prepare, 𝑣, 𝑛, 𝑑, 𝑖, 𝑟𝑎𝑛𝑘⟩𝜎
16: multicast 𝑝𝑟𝑒𝑚𝑠𝑔
17: end if
18:

⊲ commit phase
19: upon receive 2𝑓 + 1 𝑝𝑟𝑒𝑚𝑠𝑔 do
20: if verify(𝑝𝑟𝑒𝑚𝑠𝑔)
21: 𝑐𝑜𝑚𝑚𝑠𝑔← ⟨commit , 𝑣, 𝑛, 𝑑, 𝑖, 𝑟𝑎𝑛𝑘⟩𝜎
22: multicast 𝑐𝑜𝑚𝑚𝑠𝑔
23: if 𝑐𝑜𝑚𝑚𝑠𝑔.𝑟𝑎𝑛𝑘 > 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑟𝑎𝑛𝑘

24: 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑟𝑎𝑛𝑘 ← 𝑐𝑜𝑚𝑚𝑠𝑔.𝑟𝑎𝑛𝑘

25: 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑄𝐶 ← agg(𝑝𝑟𝑒𝑚𝑠𝑔)
26: end if
27: 𝑟𝑎𝑛𝑘𝑚𝑠𝑔← ⟨rank, 𝑣, 𝑛,⊥, 𝑖, 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑟𝑎𝑛𝑘⟩𝜎
28: send ⟨𝑟𝑎𝑛𝑘𝑚𝑠𝑔, 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑄𝐶⟩ to leader
29: end if
30:

⊲ Finally
31: upon receive 2𝑓 + 1 𝑐𝑜𝑚𝑚𝑠𝑔 do
32: if verify(𝑐𝑜𝑚𝑚𝑠𝑔)
33: 𝐵 ← ⟨𝑡𝑥𝑠, 𝑖, 𝑛, 𝑟𝑎𝑛𝑘⟩
34: G𝑖𝑛 ← G𝑖𝑛 ∪ 𝐵 //Commit 𝐵
35: end if
36:
37: upon receive 𝑟𝑎𝑛𝑘𝑚𝑠𝑔 do
38: if verify(𝑟𝑎𝑛𝑘𝑚𝑠𝑔) ∧𝑟𝑎𝑛𝑘𝑚𝑠𝑔.𝑟𝑎𝑛𝑘 > 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑟𝑎𝑛𝑘

39: 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑟𝑎𝑛𝑘 ← 𝑟𝑎𝑛𝑘𝑚𝑠𝑔.𝑟𝑎𝑛𝑘

40: 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑄𝐶 ← 𝑟𝑎𝑛𝑘𝑚𝑠𝑔.𝑄𝐶

41: end if

Data structure.Messages are tuples of the form ⟨𝑡𝑦𝑝𝑒 , 𝑣 , 𝑛,
𝑑 , 𝑖 , 𝑟𝑎𝑛𝑘⟩𝜎 , where 𝑡𝑦𝑝𝑒 ∈ {pre-prepare, prepare, commit,
rank}, 𝑣 indicates the view in which the message is being
sent, 𝑛 is the round number, 𝑑 is the digest of the client’s
transaction, 𝑖 is the instance index, 𝑟𝑎𝑛𝑘 is the rank of the
message, ⟨𝑚𝑠𝑔⟩𝜎 is the signature of message 𝑚𝑠𝑔. We use

233



Ladon: High-Performance Multi-BFT Consensus via Dynamic Global Ordering EuroSys’25, March 30–April 03, 2025, Rotterdam, Netherlands

𝑝𝑝𝑟𝑒𝑚𝑠𝑔, 𝑝𝑟𝑒𝑚𝑠𝑔, 𝑐𝑜𝑚𝑚𝑠𝑔, 𝑟𝑎𝑛𝑘𝑚𝑠𝑔 as the shorthand nota-
tion for pre-prepare, prepare, commit, and rank messages,
respectively. The instance index is added to mark which
instance the message belongs to, since we run multiple in-
stances of consensus in parallel. The parameter 𝑟𝑎𝑛𝑘 is the
MR, which is used for the global ordering of the blocks. An
aggregation of 2𝑓 + 1 signatures of a message𝑚𝑠𝑔 is called
a Quorum Certificate (𝑄𝐶) for it. When we say a replica
sends a signature, we mean that it sends the signed message
together with the original message and the signer’s identity.
Normal-case operation. Algorithm 2 shows the operation
of Ladon protocol in the normal case without faults. Within
an instance, the protocol moves through a succession of
views with one replica being the leader and the others being
backups in a view. The protocol runs in rounds within a
view. An instance starts at view 0 and round 1 and a unique
instance index 𝑖 . The leader starts a three-phase protocol
(pre-prepare,prepare,commit) to propose batches of trans-
actions to the backups. After finishing the three phases, repli-
cas commit the batch with corresponding parameters. We
generally use a verify function to check the validity of a
message, such as the validity of the signature and whether
the parameters match the current view and round.
1) pre-prepare. This phase is only for the leader. In round
𝑛 ≠ 1, upon receiving 2𝑓 + 1 𝑟𝑎𝑛𝑘𝑚𝑠𝑔 (including one from
itself) for round 𝑛 in round 𝑛− 1, the leader proposes a batch
for the new round. When a leader proposes for round 𝑛, it
forms a set 𝑟𝑎𝑛𝑘𝑆𝑒𝑡 of the 𝑟𝑎𝑛𝑘𝑚𝑠𝑔 for round 𝑛 (Line 2), and
picks the maximum rank value with its QC from 𝑟𝑎𝑛𝑘𝑆𝑒𝑡 ,
denoted as 𝑟𝑎𝑛𝑘𝑚 and 𝑄𝐶 (Line 3). Then, the leader cuts a
batch 𝑡𝑥𝑠 of transactions (Line 4), and calculates the digest of
𝑡𝑥𝑠 (Line 5). A rank number 𝑟𝑎𝑛𝑘 = 𝑟𝑎𝑛𝑘𝑚 + 1 is assigned to
𝑡𝑥𝑠 , which should not exceed the𝑚𝑎𝑥𝑅𝑎𝑛𝑘 (𝑒) of the current
epoch (Line 6). The leader multicasts a pre-prepare message
(Line 8) with 𝑡𝑥𝑠 , 𝑄𝐶 , and 𝑟𝑎𝑛𝑘𝑆𝑒𝑡 to all the backups, where
𝑄𝐶 is proof for the validity of 𝑟𝑎𝑛𝑘𝑚 . The set 𝑟𝑎𝑛𝑘𝑆𝑒𝑡 is used
to prove the leader follows the rank calculation policy. After
proposing a batch with the 𝑚𝑎𝑥𝑅𝑎𝑛𝑘 (𝑒), the leader stops
proposing (Lines 9-10). Note that when 𝑛 = 1, the leader
doesn’t need to wait for 𝑟𝑎𝑛𝑘𝑚𝑠𝑔, but let 𝑟𝑎𝑛𝑘𝑆𝑒𝑡 [𝑛] ←
⟨rank, 𝑣, 𝑛 − 1,⊥, 𝑖, 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑟𝑎𝑛𝑘⟩𝜎 .
2) prepare. A backup accepts the pre-prepare message after
the following validity checks:
• The pre-prepared message meets the acceptance condi-
tions in the original PBFT protocol.
• 𝑟𝑎𝑛𝑘𝑆𝑒𝑡 contains 2𝑓 +1 (𝑛 ≠ 1) or 1 (𝑛 = 1) signed 𝑟𝑎𝑛𝑘𝑚𝑠𝑔
from different replicas in current view and previous round
(i.e., 𝑟𝑎𝑛𝑘𝑚𝑠𝑔.𝑣 = 𝑣, 𝑟𝑎𝑛𝑘𝑚𝑠𝑔.𝑛 = 𝑛 − 1).
• If 𝑟𝑎𝑛𝑘𝑚 is the highest rank in 𝑟𝑎𝑛𝑘𝑆𝑒𝑡 and 𝑟𝑎𝑛𝑘𝑚 ≠

𝑚𝑖𝑛𝑅𝑎𝑛𝑘 , 𝑄𝐶 is a valid aggregate signature of 2𝑓 + 1 signa-
tures for 𝑟𝑎𝑛𝑘𝑚 .

• If 𝑟𝑎𝑛𝑘𝑚 + 1 ≤ 𝑚𝑎𝑥𝑅𝑎𝑛𝑘 (𝑒), 𝑟𝑎𝑛𝑘 = 𝑟𝑎𝑛𝑘𝑚 + 1; Otherwise,
𝑟𝑎𝑛𝑘 =𝑚𝑎𝑥𝑅𝑎𝑛𝑘 (𝑒).
The backup then enters the prepare phase by multicast-

ing a ⟨prepare, 𝑣, 𝑛, 𝑑, 𝑖, 𝑟𝑎𝑛𝑘⟩𝜎 message to all other replicas
(Lines 15-16). Otherwise, it does nothing.
3) commit.Upon receiving 2𝑓 +1 valid preparemessages from
different replicas (Lines 19-20), a replica multicasts a commit
message to other replicas (Line 22). If the 𝑟𝑎𝑛𝑘 carried in
the commit message is greater than the current highest rank
that the replica knows 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑟𝑎𝑛𝑘 , the replica updates its
𝑐𝑢𝑟𝑅𝑎𝑛𝑘 by setting 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑟𝑎𝑛𝑘 to 𝑐𝑜𝑚𝑚𝑠𝑔.𝑟𝑎𝑛𝑘 (Line 24),
and generates a 𝑄𝐶 for it by aggregating the 2𝑓 + 1 𝑝𝑟𝑒𝑚𝑠𝑔
(Line 25). Then, a backup sends a 𝑟𝑎𝑛𝑘𝑚𝑠𝑔 together with the
QC for 𝑟𝑎𝑛𝑘 to the leader to report its 𝑐𝑢𝑟𝑅𝑎𝑛𝑘 (Lines 27-28).
Finally, upon receiving 2𝑓 + 1 valid commit messages, a

replica commits a block 𝐵 with its corresponding parame-
ters (Lines 31-34). All the committed blocks will be globally
confirmed and delivered to clients.
4) Respond to clients. When a replica commits a block, it
checks whether any undelivered block can be globally con-
firmed (see Sec. 4.2). If so, it assigns the block a global index
𝑠𝑛 and delivers it back to clients.
View-change mechanism. If the leader fails, an instance
uses the PBFT view-change protocol to make progress [8].
A replica starts a timer for round 𝑛 + 1 when it commits
a batch in round 𝑛 and stops the timer when it commits
a batch in round 𝑛 + 1. If the timer expires in view 𝑣 , the
replica sends a view-change message to the new leader. After
receiving 2𝑓 + 1 valid view-change messages, the new leader
multicasts a new-view message to move the instance to view
𝑣 + 1. Thereafter, the protocol proceeds as we described it.

5.3 Message Complexity Refinement
We note that the leader must broadcast at least 2𝑓 + 1 rank
messages to allow backups to authenticate the accuracy of
the leader’s 𝑟𝑎𝑛𝑘 calculation. This prevents Byzantine lead-
ers from arbitrarily selecting a 𝑟𝑎𝑛𝑘 for the new proposal.
However, this results in a communication complexity of
𝑂 (𝑛2) in the pre-prepare phase (which is𝑂 (𝑛) in PBFT). We
provide an optimization of Ladon-PBFT using aggregate
signature schemes to reduce its message complexity. The
optimized protocol is referred to as Ladon-opt.
High-level Description. Our key idea is to aggregate the
2𝑓 + 1 rank messages into one by using the aggregate signa-
ture scheme. Recall that standard multi-signatures or thresh-
old signatures require that the same message be signed [21].
This is, however, not the case for us, because different replicas
may have different 𝑟𝑎𝑛𝑘 values. Instead, rather than encod-
ing the 𝑟𝑎𝑛𝑘 value information in the message directly, we
encode it in the private keys.

We modify the rules for generating rank messages as fol-
lows. For each replica, we generate 𝐾 private keys. In round
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𝑛, when replica 𝑟 creates a rank message, it computes the
difference between the highest rank that it knows(denoted
as 𝑟𝑎𝑛𝑘𝑟 ) and the rank of the current round (denoted as
𝑟𝑎𝑛𝑘), i.e., 𝑘 ← (𝑟𝑎𝑛𝑘𝑟 − 𝑟𝑎𝑛𝑘). The replica then signs the
message using its 𝑘th signature key, i.e., 𝑟𝑎𝑛𝑘𝑚𝑠𝑔← ⟨rank
𝑣, 𝑛,⊥, 𝑖, 𝑟𝑎𝑛𝑘⟩𝜎𝑟𝑘 . This scheme allows each replica to sign
the same message. Upon receiving a rank message, the leader
can recover the 𝑟𝑎𝑛𝑘𝑟 intended to be transmitted by a replica
𝑟 by computing the sum of 𝑟𝑎𝑛𝑘 and 𝑘 . Note that the rank
difference could be beyond the number of private keys. We
use the 𝐾th private key to sign the replica’s rank difference
when the difference is beyond this bound. The 𝐾 can be
adjusted according to stragglers in a real deployment.
Detailed protocol. We present an optimized version of
normal-case operation for Ladon-PBFT in round 𝑛 ≠ 1.
There are three modifications.
1) Pre-prepare. Upon receiving 2𝑓 + 1 rank messages, the
leader aggregates the partial signatures into a single sig-
nature 𝜎 , which the replicas can efficiently verify using the
matching public keys. The 𝑟𝑎𝑛𝑘𝑆𝑒𝑡 is set to the signature𝜎 in-
stead of a set of 2𝑓 +1 rank messages, which reduces the com-
munication complexity from 𝑂 (𝑛2) to 𝑂 (𝑛). The leader ob-
tains the maximum 𝑘 from the 2𝑓 +1 rank messages, denoted
as 𝑘𝑚 , and lets 𝑝𝑝𝑟𝑒𝑚𝑒𝑠𝑔.𝑟𝑎𝑛𝑘 = 𝑘𝑚 + 𝑟𝑎𝑛𝑘𝑚𝑠𝑔.𝑟𝑎𝑛𝑘 + 1.
2) Prepare. The backups will check the validity of 𝜎 : (a) it is
a valid aggregate signature of 2𝑓 +1 signatures from different
replicas; and, (b) 𝑝𝑝𝑟𝑒𝑚𝑒𝑠𝑔.𝑟𝑎𝑛𝑘 = 𝑘𝑚 + 𝑟𝑎𝑛𝑘𝑚𝑠𝑔.𝑟𝑎𝑛𝑘 + 1,
where 𝑘𝑚 is the maximum 𝑘 in 𝜎 .
3) Commit. A replica calculates the difference between the
highest rank it knows and the 𝑟𝑎𝑛𝑘 of the current round as 𝑘 ,
i.e., 𝑘 ← 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑟𝑎𝑛𝑘 − 𝑐𝑜𝑚𝑚𝑠𝑔.𝑟𝑎𝑛𝑘 . If 𝑘 < 𝐾 , the replica
then sends the 𝑟𝑎𝑛𝑘𝑚𝑠𝑔← ⟨rank 𝑣, 𝑛,⊥, 𝑖, 𝑐𝑜𝑚𝑚𝑠𝑔.𝑟𝑎𝑛𝑘⟩𝜎𝑟𝑘
togetherwith 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑄𝐶 to the leader. Otherwise, the replica
signs the 𝑟𝑎𝑛𝑘𝑚𝑠𝑔with the𝐾th private key. Upon receiving a
rankmessage, a replica updates its 𝑐𝑢𝑟𝑅𝑎𝑛𝑘 if 𝑟𝑎𝑛𝑘𝑚𝑠𝑔.𝑟𝑎𝑛𝑘+
𝑟𝑎𝑛𝑘𝑚𝑠𝑔.𝑘 > 𝑐𝑢𝑟𝑅𝑎𝑛𝑘.𝑟𝑎𝑛𝑘 .

5.4 Correctness Analysis Overview
In this section, we provide a brief security analysis of Ladon.
Due to space constraints, we leave detailed proofs to Appen-
dix C in [32]. We show that Ladon satisfies totality, agree-
ment, and liveness properties.
Proof sketch. To establish totality, we first prove that all
partially committed blocks will eventually be globally con-
firmed. If a replica globally confirms a block 𝐵, it must
have partially committed it. According to SB-Agreement
and SB-Termination, all honest replicas will partially commit
𝐵. Therefore, all honest replicas will globally confirm 𝐵. To
show agreement, we use induction and proof-by-contradiction.
The proof relies on two key observations. First, each block is
assigned a unique global ordering index, ensuring a one-to-
one mapping between blocks and global ordering indexes.

Second, if two honest replicas globally confirm different
blocks with the same global ordering index, it directly contra-
dicts the established protocol rules, highlighting that blocks
with the same global ordering index must be identical. This
straightforward reasoning establishes the uniqueness of the
global ordering index and ensures the agreement property.
Regarding liveness, our bucket rotation mechanism ensures
that all transactions will eventually be assigned to an hon-
est leader for processing. Then we prove that a transaction
proposed by an honest leader will be eventually partially
committed and then globally confirmed.

6 Evaluation
In this section, we evaluate the performance and causality
of Ladon across different scenarios. We compare Ladon
against four state-of-the-art Multi-BFT protocols: ISS [37],
RCC [24], Mir [36], and DQBFT [1]. We implemented Ladon
in Go2 and used the Go BLS library for aggregate signatures.
The evaluation results are illustrated using ChiPlot3. We
build two end-to-end prototypes of Ladon-PBFT and Ladon-
HotStuff. Due to space constraints, we present the results of
Ladon-PBFT in this section and leave the results of Ladon-
HotStuff to Appendix D in [32]. For brevity, we refer to
Ladon-PBFT as Ladon in this section. Our experiments aim
to answer the following research questions:
• Q1: How does Ladon perform with varying number of
replicas in WAN and LAN environments as compared to
ISS, RCC, Mir and DQBFT? (Sec. 6.2)
• Q2: How does Ladon perform under faults? (Sec. 6.3)
• Q3: How does the causal strength of Ladon compare to
that of ISS, Mir, RCC, and DQBFT? (Sec. 6.4)

6.1 Experimental Setup

Deployment settings.We deploy all systems on AWS EC2
machines with one c5a.2xlarge instance per replica. All pro-
cesses run on dedicated virtual machines with 8vCPUs and
16GB RAM running Ubuntu Linux 22.04. We conduct exten-
sive experiments of Ladon in LAN and WAN environments.
For LAN, eachmachine is equipped with one private network
interface with a bandwidth of 1Gbps. For WAN, machines
span 4 AWS data centers across France, America, Australia,
and Tokyo. We distribute the replicas evenly across the four
regions. Each machine is equipped with a public and a pri-
vate network interface. We limit the bandwidths of both to
1 Gbps. For WAN experiments, we use the public interface
for client transactions and the private interface for BFT con-
sensus. We use NTP for clock synchronization across the
servers. We conduct 5 experimental runs for each condition
and plot the average value.

2https://github.com/eurosys2024ladon/ladon
3https://www.chiplot.online/
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Figure 5. Throughput and latency of Ladon, ISS, RCC, Mir, and DQBFT in WAN (a) – (d), and LAN (e) – (h).

System settings. To ensure a fair comparison, we employed
the same system configuration across all the protocols (Ladon,
ISS, RCC, Mir, and DQBFT). Each transaction carries a 500-
byte payload, which is the same as the average transaction
size in Bitcoin [33]. Each replica operates as a leader for
one instance, and as backup replicas for other instances, i.e.,
𝑚 = 𝑛. We follow ISS by limiting the total block rate (number
of blocks proposed by all leaders each second) to 16 𝑏𝑙𝑜𝑐𝑘𝑠/𝑠
in WAN and 32 𝑏𝑙𝑜𝑐𝑘𝑠/𝑠 in LAN. This prevents the leader
from trying to propose too many batches in parallel, which
triggers a view change timeout. However, this constraint
leads to a higher end-to-end latency as we increase the num-
ber of nodes. We allow a large batch size of 4096 transactions.
The epoch length is fixed at 𝑙 (𝑒) = 64 for both protocols.

While we acknowledge that the above setting may not be
exhaustive or optimal, conducting exhaustive experiments
to identify the optimal configuration exceeds the scope of
this work. However, our chosen parameters enable us to
demonstrate that Ladon outperforms other protocols in the
presence of stragglers while introducing minimal overhead.
This is a key contribution of our work. Here, we focus on
discussing the most critical configuration parameters.
Straggler settings.We simulate two types of stragglers. The
first type, evaluated in Sec. 6.2 and Sec. 6.4, are honest strag-
glers. They follow the ISS protocol, delaying proposals for
a set period without triggering timeouts and not including
transactions in their blocks. Stragglers are randomly selected,
with proposal rates (number of blocks proposed by a leader
each second) fixed to 1/𝑘 of normal leaders, where 𝑘 is a

parameter. The second type, evaluated in Sec. 6.3, are Byzan-
tine stragglers. These behave like honest stragglers and also
manipulate rank selection by collecting more than 2𝑓 + 1
ranks, discarding the higher ranks, and using the lowest
2𝑓 + 1 ranks before proposing a new block.

6.2 Failure-Free Performance
We evaluate the performance of Ladon and its counterparts
under two conditions: with one honest straggler and with-
out stragglers in both WAN and LAN environments. We also
evaluate the performance of Ladon and its counterparts
with a varying number of honest stragglers in WAN. In this
section, we adopt 𝑘 = 10 for stragglers. We measure the
peak throughput in kilo-transactions per second (ktps) be-
fore reaching saturation along with the associated latency in
second (s) in Sec. 6.2.1 and Sec. 6.2.2, and analyze the CPU
and bandwidth usage in Sec. 6.2.3. We define the throughput
and latency as follows: 1) throughput: the number of trans-
actions delivered to clients per second, and 2) latency: the
average end-to-end delay from the time that clients submit
transactions until they receive 𝑓 + 1 responses.

6.2.1 Performance in WAN. Fig. 5a shows the through-
put of each protocol without stragglers with varying num-
bers of replicas. Ladon demonstrates a comparable through-
put with ISS and RCC, with a minimal difference of approxi-
mately 1% on 128 replicas, which demonstrates that Ladon
only incurs minimal overhead. Furthermore, we notice that
Ladon consistently outperforms Mir and DQBFT. Fig. 5b
shows the throughput with one honest straggler. The plot il-
lustrates the superior throughput of Ladon, with 9.1×, 9.4×,
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Figure 6. Throughput and latency of Ladon-PBFT and
other protocols with a varying number of stragglers.

and 9.6× of ISS, RCC, and Mir, respectively, on 128 replicas.
This is because dynamic global ordering mitigates the perfor-
mance degradation caused by stragglers that are prevalent
in pre-determined global ordering schemes. DQBFT, another
dynamic ordering protocol, shows comparable throughput
with Ladon initially, but its throughput declines as the num-
ber of replicas increases.

Comparing Fig. 5a and Fig. 5b, it is evident that the through-
put of pre-determined global ordering protocols (i.e., ISS,
RCC, and Mir) significantly drops by 89.9%, 90.1%, and 84.1%
on 128 replicas, respectively, in the presence of one straggler.
In contrast, dynamic global ordering protocols (i.e., Ladon
and DQBFT) are less affected by stragglers, with throughput
drops only by 9.3% and 17.3% on 128 replicas, respectively.

Fig. 5c and Fig. 5d show the latency for each protocol with-
out stragglers and with one straggler. With one straggler,
the latency of Ladon and DQBFT is 2.3× and 2.2× of that
with no stragglers on 128 replicas, respectively. In contrast,
the latency of ISS, RCC, and Mir with one straggler increases
significantly compared to that with no stragglers, achieving
7.6×, 7.4× and 6.6× on 128 replicas, respectively. Without
stragglers, Ladon’s latency is 22.6% and 18.5% higher com-
pared to ISS and RCC on 128 replicas while much lower than
Mir and DQBFT.With one straggler, Ladon shows the lowest
latency. The latency of all protocols increases as the number
of replicas grows. This phenomenon arises from our decision
to maintain a fixed total block rate. Consequently, with more
replicas, the time interval for each replica to propose a block
becomes longer.

Fig. 6 evaluates the performance of each protocol with a
varying number of stragglers in WAN. We use 16 replicas in
these experiments and vary the number of stragglers from 1
to 5. Fig. 6a shows that the throughput of Ladon, ISS, RCC,
Mir, DQBFT drop by 10%, 1%, 1%, 2% and 24%, from one
straggler to 5 stragglers, respectively. In Fig. 6b, the latency
increases slightly for all protocols. From Fig. 6, we observe
the robustness of these protocols against the rise in straggler
count. The throughput and latency largely remain steady
despite the increasing number of stragglers. This is because
the system performance is limited by the slowest straggler,
as discussed in Sec. 2.1.

Table 1. CPU and bandwidth usage of Ladon and ISS.
Maximum CPU usage possible is 800%.

Protocols & Settings Env Block rate CPU Bandwidth

ISS-0-stragglers WAN 16 b/s 319% 85MB/s
LAN 32 b/s 566% 160MB/s

ISS-1-straggler WAN 16 b/s 132% 25MB/s
LAN 32 b/s 292% 77MB/s

Ladon-0-stragglers WAN 16 b/s 350% 99MB/s
LAN 32 b/s 591% 175MB/s

Ladon-1-straggler WAN 16 b/s 195% 54MB/s
LAN 32 b/s 432% 121MB/s
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Figure 7. Throughput and latency of Ladon with hon-
est and Byzantine stragglers.

6.2.2 Performance in LAN. We evaluate the throughput
and latency of Ladon and other protocols without stragglers
and with one honest straggler in a LAN environment. The
results are shown in Fig. 5e−Fig. 5h. All protocols exhibit
similar performance trends to those observed in the WAN
environment (Fig. 5a−Fig. 5d), with higher throughput and
reduced latency. Specifically, Ladon shows comparable per-
formance with ISS and RCC without stragglers and always
outperforms other protocols with one straggler.

6.2.3 CPU and Bandwidth Analysis. To delve deeper
into the performance bottlenecks of the protocols, we con-
ducted an assessment of the CPU and bandwidth usage for
both ISS and Ladon. The summarized results for 32 replicas
in a WAN (16 blocks/s) and LAN (32 blocks/s) are presented
in Table 1. Our findings indicate that neither ISS nor Ladon
is constrained by CPU resources, as themaximumCPU usage
possible is 800%, given that each instance is equipped with
8 vCPUs. Without stragglers, Ladon exhibits comparable
bandwidth usage to ISS. With one straggler, Ladon generally
experiences higher network bandwidth consumption and
CPU usage compared to ISS.

6.3 Performance Under Faults
In this section, we study the performance of Ladon under
Byzantine stragglers and crash faults in aWAN of 16 replicas.
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Table 2. Causal Strength (𝐶𝑆) of different protocols for different numbers of stragglers and proposal rates.

Stragglers # Stragglers Proposal rate (blocks/s)

settings 1 2 3 4 5 0.5 0.4 0.3 0.2 0.1

Mir 0.154 0.042 0.012 0.004 0.002 0.241 0.204 0.174 0.148 0.154
ISS 1.04 × 10−5 3.42×10−7 6.79×10−10 1.75×10−13 1.83×10−16 0.078 4.73 × 10−3 1.36×10−4 7.28×10−5 1.04×10−5
RCC 8.45 × 10−6 2.48×10−7 5.44×10−10 9.87×10−14 1.18×10−16 0.076 2.49 × 10−3 9.88 × 10−5 5.07×10−5 8.45×10−6
DQBFT 1.15 × 10−5 2.17×10−7 9.74×10−10 1.02×10−13 6.85×10−17 0.044 7.51 × 10−3 9.15×10−4 4.35×10−4 1.15×10−5
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Figure 8. Ladon’s throughput average (over 1s inter-
vals) over time with one crash fault. The crash is at
11s, and the view change is completed at 21s.

6.3.1 Byzantine Stragglers. We study the impact on through-
put and latency of Byzantine stragglers, with 𝑓 = 1 up to the
maximum tolerated number of 𝑓 = 5 stragglers. Fig. 7 shows
the impact of an increasing number of stragglers. Ladon
with Byzantine stragglers reaches ≈ 90% of the throughput
with honest stragglers. The latency increases by 12.5% with 5
Byzantine stragglers compared to the latency with 5 honest
stragglers. These results indicate that the impact of Byzan-
tine stragglers on the system’s performance is only slightly
more pronounced than that of honest stragglers. This is be-
cause the manipulation of ranks by Byzantine stragglers is
limited, as discussed in Sec. 4.4.

6.3.2 Crash Failures. We study how crash faults affect
the throughput of Ladon. The PBFT view change timeout is
set at 10 seconds. Fig. 8 shows the throughput average over
time. A crash occurs in the first epoch at 11 seconds, causing
the throughput to drop to 0. The view change process is
initiated to handle the crash fault and is completed at 21
seconds, at which point the throughput begins to recover.
This delays the epoch change. A new epoch starts at 26
seconds. Each subsequent short drop to 0 in throughput
corresponds to an epoch change.

6.4 Causality Evaluation
We first define a metric, Inter-block Causal Strength (𝐶𝑆)
and then use it to evaluate the causality of Ladon.
Inter-block Causal Strength𝐶𝑆 . Assume that a series of 𝑛
blocks {𝐵1, 𝐵2, ..., 𝐵𝑛} has been globally confirmed. For any
𝑖 < 𝑗 , if 𝐵𝑖 is generated after 𝐵 𝑗 is committed by 𝑓 +1 replicas,

we say a causality violation has occurred. The number of
causality violations is denoted as 𝑁 , and 𝐶𝑆 = 𝑒−𝑁 /𝑛 .

The Inter-block Causal Strength (𝐶𝑆) is defined as a mea-
sure to evaluate the strength of causality of a system, with a
value in (0, 1]. The closer the CS score is to 1, the stronger
the system’s causal property. A CS score of 1 implies that no
one can front-run a partially committed block as discussed
in Sec. 4.3.
Results.We evaluate the𝐶𝑆 by varying the number of strag-
glers with a fixed proposal rate of 0.1 blocks/s, and by varying
the proposal rate of a single straggler. We conducted exper-
iments in a WAN environment with 16 replicas. We show
results for Ladon-PBFT (short for Ladon in the following),
which are similar to those of Ladon-HotStuff.

Table 2 shows that Ladon always exhibits strong inter-
block causality across all straggler settings. By contrast, Mir,
ISS, RCC, and DQBFT display a diminishing 𝐶𝑆 with an
increasing number of stragglers, reflecting a weakening of
the system’s causal property. The𝐶𝑆 of ISS, RCC, and DQBFT
progressively decreases with the proposal rate. This trend
suggests that these protocols are susceptible to the presence
of stragglers, which weaken their causal properties.
We attribute the difference in causal strengths in Table 2

to the different ordering mechanisms. Traditional BFT pro-
tocols utilize predetermined ordering in which even slow
instances with straggling leaders might receive a global or-
dering for blocks earlier than other blocks in faster instances.
This practice leads to causal violations, as it does not en-
sure that the global order aligns with the actual generation
sequence, which is discussed in Sec. 4.3. Although DQBFT
centralizes the global ordering, it fails to consider the causal-
ity between blocks. By contrast, Ladon employs a dynamic
ordering mechanism that respects the causality inherent in
block generation. This design ensures that the global order
of blocks corresponds to their actual generation sequence.

7 Related Work
Existing leader-based BFT protocols, such as Zyzzyva [29],
PBFT [8], and HotStuff [39], suffer from the leader bottle-
neck. Many approaches to scaling leader-based BFT consen-
sus have been proposed. These can be divided into three
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classes: parallelizing consensus, reducing committee size,
and optimizing message transmission.
Parallelizing consensus. The idea in these approaches is
that every replica acts as the leader to propose blocks, mak-
ing all replicas behave equally. A representative method of
this approach is Multi-BFT consensus [24, 36, 37], which
runs several consensus instances in parallel to handle trans-
actions. Stathakopoulou et al. [36] proposeMir-BFT, in which
a set of leaders run the BFT protocol in parallel. Each leader
maintains a partial log, and all instances are eventually mul-
tiplexed into a global log. To prevent malicious leaders, an
epoch change is triggered if one of the leaders is suspected
of failing. Byzantine leaders can exploit this by repeatedly
ending epochs early to reduce throughput. Later, ISS [37]
improved on Mir-BFT, by allowing replicas to deliver ⊥ mes-
sages and instances to make progress independently. This
improved its performance in the presence of crash faults.
RCC [24] is another Multi-BFT protocol that operates in
three steps: concurrent Byzantine commit algorithm (BCA),
ordering, and execution. RCC adopts a wait-free mechanism
to deal with leader failures, which does not interfere with
other BCA instances. DQBFT [1] adopts a special order in-
stance to globally order the output transactions from other
parallel instances. Nonetheless, the system performance un-
dergoes a significant decline if the ordering instance has
a straggling leader, and the centralization of the ordering
process makes it a prime target for attacks. Multi-BFT con-
sensus is simple and has high performance in ideal settings.
However, as analyzed in Sec. 2, Multi-BFT systems suffer
from severe performance issues.

Similar toMulti-BFT consensus, DAG protocols [11, 26, 35]
also parallelize consensus instances to improve the system
scalability. However, in DAG protocols, each block has to con-
tain at least 2𝑓 + 1 references of predecessor blocks, instead
of one reference in Multi-BFT consensus. We deliberately
refrain from comparing our work with DAG-based systems
due to fundamental differences in network assumptions and
architectures, aligning with the standard practice in Multi-
BFT research.
Reducing committee size. Another approach to improve
BFT performance is to reduce the number of consensus par-
ticipants, avoiding the leader bottleneck in large-scale set-
tings. The representative solution of this approach is to ran-
domly select a small group of replicas as the subcommittee,
who are responsible for validating and ordering transactions.
This solution has been developed by Algorand [20]. The
sharding approach takes one step further and divides repli-
cas into multiple disjoint subcommittees. Subcommittees
run BFT protocols in parallel to process clients’ transac-
tions, improving on the efficiency of a single subcommittee.
Many BFT sharding protocols, such as Elastico [31], Om-
niLedger [28] and RapidChain [40], have been proposed.
However, subcommittees lower the system’s tolerance to

Byzantine replicas (e.g., tolerating 25% Byzantine replicas
in Algorand rather than 33%). The designs of these systems,
especially state synchronization between subcommittees,
are also more complex. Reducing committee size can signifi-
cantly improve the scalability of BFT systems, however, it
also weakens their fault tolerance and increases complexity.
Optimizing message transmission. Substantial work has
also gone into improving network utilization. This line of
work can be categorized according to the message transmis-
sion topology: structured and unstructured. A representa-
tive solution using unstructured transmission topology is
gossip [6], in which a replica sends its messages to some
randomly sampled replicas. Gossip has been used in Tender-
mint [5], Gosig [30], and Stratus [19], which can remove the
leader bottleneck in large-scale settings. By contrast, in a
structured topology, each replica sends its messages to a fixed
set of replicas. For example, in Kauri [34], replicas dissemi-
nate and aggregate messages over trees, and in Hermes [25]
the leader sends blocks to a committee, which helps to relay
the block and vote messages. These approaches work well at
scale (e.g., thousands of replicas) and have a high overhead
at smaller scales, which are the focus of our work.

8 Conclusion
We propose Ladon, a Multi-BFT protocol that mitigates the
impact of stragglers on performance. We propose dynamic
global ordering to assign a global ordering index to blocks
according to the real-time status of all instances, which dif-
fers from prior work using pre-determined global ordering.
We decouple the dependencies between the various partial
logs to the maximum extent to ensure a fast construction
of the global log. We also design monotonic ranks, pipeline
their distribution and collection with the consensus pro-
cess, and adopt aggregate signatures to reduce rank data.
We build Ladon-PBFT and Ladon-HotStuff prototypes, con-
ducting comprehensive experiments on Amazon AWS to
compare them with existing Multi-BFT protocols. Our evalu-
ation shows that Ladon has significant advantages over ISS,
RCC, Mir, and DQBFT in the presence of stragglers.
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A Artifact Appendix
This appendix provides a detailed guide on how to reproduce
the results presented in our paper. Our experimental setup
and architecture are largely based on the ISS framework, as
detailed in [37]. Below, we describe how our system is struc-
tured and the steps necessary to replicate our experiments.

A.1 Abstract
Our implementation builds upon the ISS modular frame-
work [37] to create a state-machine replication service. The
primary function of this project is to maintain a totally or-
dered log of client requests. Similar to ISS, our system utilizes
multiple instances of an ordering protocol, which are coor-
dinated to produce a final, globally ordered log. The log is
a sequence of entries. Each entry in the log is defined by a
sequence number and contains a batch of client requests. All
client requests are divided into subsets called buckets based
on their hashes. There is a manager module that assigns
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each bucket to a specific instance. Each ordering protocol
instance then forms batches of requests using its assigned
bucket. To prevent request duplication, the manager ensures
that no two instances are assigned the same bucket.

A.2 Description & Requirements
A.2.1 How to access. The code used to produce the re-
sults of the experiments is publicly available in Github reposi-
tory45, which have 5 branches: research-ladon, research-
dqbft, research-iss, research-mirbft and research-rcc.
The code of protocol x can be found in the research-x
branch.

A.2.2 Hardware dependencies. We performed our eval-
uation on AWS EC2 machines with one c5a.2xlarge instance
per replica. All processes run on dedicated virtual machines
with 8vCPUs and 16GB RAM running Ubuntu Linux 22.04.

For LAN, each machine is equipped with one private net-
work interface with a bandwidth of 1Gbps.

For WAN, machines span 4 data centers across France,
America, Australia, and Tokyo on Amazon cloud. Replicas
are equally distributed across the four regions. Each machine
is equipped with a public and a private network interface.
We limit the bandwidths of both to 1 Gbps. We use the public
interface for client transactions and the private interface for
server communications.

A.2.3 Software dependencies. Go 1.21+, Python 3.10

A.2.4 Benchmarks. None.

A.3 Set-up
Detailed setup instructions are available in the repository’s
README file. The deployment process is automated via
scripts located in the deployment directory. These scripts
enable you to deploy a network of nodes and clients, run
experiments, analyze the results, and generate summary
data.
For deployments on AWS Cloud, you need to set up an

AWS account and register an SSH key with it first. The repos-
itory includes scripts to initialize the AWS CLI, streamlining
the deployment process.

A.4 Evaluation workflow
A.4.1 Major Claims.
• (C1): Ladon significantly enhances the performance
of ISS in the presence of stragglers, achieving a 8.1× in-
crease in throughput and reducing latency by 62.3% in
WAN with one honest straggler in 128 replicas. These
improvements are demonstrated in the experiment (E1)
described in Sec. 6.2.1, with results shown in Fig. 5b
and Fig. 5d.

4https://github.com/eurosys2024ladon/ladon.git
5Persistent ID: 10.5281/zenodo.13714937

• (C2): Ladon achieves a 7.2× increase in throughput
and reducing latency by 20.8% in LAN with one hon-
est straggler in 128 replicas. These improvements are
demonstrated in the experiment (E2), with results shown
in Fig. 5f and Fig. 5h of Sec. 6.2.2.
• (C3): Ladon is robust under crash faults: the impact
of the crash fault is limited since the throughput will
recover after the view change. This is demonstrated
in the experiment (E3) with results illustrated in Fig. 8
of Sec. 6.3.

A.4.2 Experiments. We first outline the general steps re-
quired to perform Ladon’s experiments.
[Preparation] To set up for the experiments, follow these
steps:
• AWSAccount and Configuration: Ensure you have
an active AWS account. Configure the awscli environ-
ment on the controller machine to interact with AWS
services. This involves installing awscli and setting up
your AWS credentials and default region.
• Region Login and Template Creation: Log in to
each AWS region where you intend to conduct the ex-
periments. Create an AWS EC2 launch template, which
simplifies the process of launching new instances with
pre-defined configurations.
• ConfigAdjustment: Modify the deployment/scripts/
cloud-deploy/deploy-cloud-WAN.sh script tomatch
your specific requirements and configurations. This
script manages instance deployment and other opera-
tional tasks.

[Execution] With the preparation complete, navigate to
the Deployment Directory, and configuration Adjustments.
Before running each experiment, you should need to update
the parameters in the deployment/scripts/experiment-
configuration/generate-config.sh file. This file contains
the configuration settings needed for the experiment. Then
proceed with the following steps to execute the experiments:
• Launch Instances: Execute bash scripts/cloud-
deploy/deploy-cloud-WAN.sh -i -r -k. This com-
mand initializes new instances based on the config-
uration specified in generate-config.sh, retrieves
their basic information, and updates the necessary key
settings.
• Conduct Experiment: Run bash scripts/cloud-
deploy/deploy-cloud-WAN.sh -d. This command
performs the experiment according to the configura-
tions defined in generate-config.sh.
• Shutdown Instances: Use bash scripts/cloud-
deploy/deploy-cloud-WAN.sh -sd to terminate all
running instances in AWS EC2.

Alternatively, to perform all the above steps in one go, exe-
cute: bash scripts/cloud-deploy/deploy-cloud-WAN.sh
-i -r -k -d -sd.
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Table 3. Configuration files and corresponding figures

Branches Configuration files Figures
All branches generate-config-8/16/32/64/128peer-1straggler-wan.sh Fig. 5b, Fig. 5d
All branches generate-config-8/16/32/64/128peer-0straggler-wan.sh Fig. 5a, Fig. 5c,
All branches generate-config-8/16/32/64/128peer-1straggler-lan.sh Fig. 5f, Fig. 5h
All branches generate-config-8/16/32/64/128peer-0straggler-lan.sh Fig. 5e, Fig. 5g,
research-ladon generate-config-different-straggler.sh Fig. 7
research-ladon generate-config-different-byzantinestraggler.sh Fig. 7
research-ladon generate-crash-faults.sh Fig. 8

[Results] Upon completion of the experiments, the results
will be available in the deployment-data directory. This di-
rectory contains a comprehensive set of detailed statistics,
including throughput, latency, and other performance met-
rics. Review these files to analyze and interpret the outcomes
of your experiments.

Then, we provide detailed configuration files and settings
that can be used to reproduce the main claims of the paper.
Automated scripts have been written to run the experiments
presented in Figures 5, 6, and 7. You can execute them using
the command: bash ./scripts/cloud-deploy/deploy-
multiple-figX-ladon.sh. Additionally, the configuration
files are listed in Table 3.
Experiment (E1): [Throughput and latency with one strag-
gler in WAN] [1 human-hour + 3 compute-hour]: This ex-
periment is designed to evaluate the system’s peak perfor-
mance in a WAN environment with one straggler, focusing
on throughput and latency. This experiment involves run-
ning various scenarios with different configurations, includ-
ing varying replica counts (8, 16, 32, 64, 128), and comparing
the results with other protocols (Fig. 5b and Fig. 5d).

The corresponding configuration files are located in the
deployment/scripts/experiment-configuration direc-
tory and follow the naming convention generate-config-
peernumber-strategy.sh, for example, generate-config-
16peer-1straggler.sh.
Experiment (E2): [Throughput and latency with one strag-
gler in LAN] [1 human-hour + 3 compute-hour]: This exper-
iment is similar to Experiment (E1), evaluating the system’s
peak performance in a LAN environment with one strag-
gler (Fig. 5f and Fig. 5h). The configuration files are similarly
named and located in the deployment/scripts/experiment-
configuration directory.
Experiment (E3): [Throughput with crash faults in WAN]
[1 human-hour + 1 compute-hour]: This experiment evalu-
ates the system’s robustness in the presence of crash faults
(Fig. 8). The corresponding configuration file is located in the
deployment/scripts/experiment-configuration direc-
tory and is named generate-crash-faults.sh. Two fault
strategies are tested: one where faulty processes crash imme-
diately after the epoch begins, and another where they crash
at the end of the epoch, after all blocks have been proposed.
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