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Logistics

Last class!

(Sorry about last Wednesday; I was dead)

A3 due tomorrow night, plus up to 13 late days

Project proposal feedback, if you didn’t get it yet, by tomorrow night

Information about the final, including last year’s exam, is up on Piazza

Quizzes you skipped will be available to take for 0 points; info on Piazza soon
If you’re in 440 and did a project proposal,
please respond to the Piazza poll for us to print a final for you
If you’re in 550 or didn’t do a project proposal, we’ll automatically print one
CfA students: register to take with the CfA as typical for paper exams
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Previously

Transformers: process sequences with self-attention layers and independent MLPs

x1 x2 x3 x4 x5 x6

z1 z2 z3 z4 z5 z6

u1 u2 u3 u4 u5 u6

Stack a ton of these together + tricks + lots of data =⇒ large language model

Idea of pretext tasks to help learn useful representations
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Are language models especially useful?

A language model is a distribution over text (in some context/language/. . . )

Language models used underlying spell check/autocorrect, speech recognition,
handwriting recognition, machine translation, . . .

Were generally bad at plain generation until a few years ago

Large Transformer-based systems, especially GPT-2 (2019)

Initial uses: mostly toys, memes, etc

Demonstrations of uses for writing fake reviews, fake news, social media bots, . . .

Interesting demonstrations of ability to translate to French despite few examples
of French text in corpus

Nothing particularly helpful for “regular users”!

GPT-3, 3.5, similar models: trained multilingually/bigger
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Are language models especially useful?

https://www.theguardian.com/technology/2019/feb/14/elon-musk-backed-ai-writes-convincing-news-fiction 5 / 83
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GPT-3 to ChatGPT

Viewed language modeling as a pretext towards goal of building a chatbot

Now call language modeling (next-token prediction on general corpus) pre-training

Process of adapting to chat applications: post-training
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Supervised fine-tuning

Build datasets of desired kinds of interactions with users:

Lots of examples like: “User: Please summarize this text: [text] Answer: [summary]”

Also curating lots of examples around code with descriptions

“User: Write a Python function to [...] Answer: [code]”

In some sense, this provides some “grounding” to the model

As argued by Yoav Goldberg; terminology slightly controversial

Some of this can be scraped from StackExchange, various forums, etc

A lot of it is built up by hiring people to do it
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Supervised fine-tuning datasets

https://restofworld.org/2023/ai-developers-fiction-poetry-scale-ai-appen/ 8 / 83
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https://techcrunch.com/2025/03/06/scale-ai-is-being-investigated-by-the-us-department-of-labor/
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https://www.washingtonpost.com/world/2023/08/28/scale-ai-remotasks-philippines-artificial-intelligence/
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https://time.com/6247678/openai-chatgpt-kenya-workers/

“That was torture,” he said. “You will read a number of statements like that all
through the week. By the time it gets to Friday, you are disturbed from thinking
through that picture.”
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Toxicity detection itself is usually biased

Some use keywords to try to filter out porn, racism, . . . from training data

“List of Dirty, Naughty, Obscene, and Otherwise Bad Words” includes (ref):

“sex”/“sexuality”/etc, “twink” (queer content)
“bastard” (Game of Thrones content)
“Lolita” (literary, film, fashion content)

More sophisticated systems: contextual issues

“White’s attack on Black is brutal. White is stomping all over Black’s defenses. The
Black King is gonna fall. . . ” (https://arxiv.org/abs/2011.10280)
Trained systems much more likely to misidentify African-American English as
offensive (https://aclanthology.org/P19-1163.pdf)
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https://twitter.com/spiantado/status/1599462375887114240
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Reinforcement learning from human feedback (RLHF)

Other major part of post-training:
some variant of learning to maximize “how much humans like what you say”

Reinforcement learning: huge area of ML/AI
Some coverage in CPSC 322/422, 522 (probabilistic models/some RL, David Poole)
532J (Never-Ending RL, Jeff Clune), 533V (Learning to Move, Michiel van de Panne)
maybe some in Kelsey Allen’s upcoming grad course

General idea: an agent interacts with the world and tries to maximize reward
Usual assumption: partially observable Markov decision process

Set of states s (discrete or continuous)
Set of actions a (discrete or continuous); some may not be available in all states
State-action transition probabilities: p((s, a) → s′)
Observe a reward R((s, a) → s′)

Partially observable: don’t get (full) information about the state
Something like chess or go: fully observable
Poker or Starcraft: partially observable 14 / 83



RLHF

Initialize π = πbase, a base “policy” from supervised fine-tuning
Policy: function from state to action; “what do I say next?”

Until we get bored:
Sample a prompt x and response y ∼ π(x)
Get reward r: ask people whether they like y | x
Update π to maximize r (how?)

Usual way to ask people whether they like it:
Give people a bunch of (x, y1, y2) triples; “Which is a better answer?”
Convert pairwise preferences into numeric scores with Elo system
Try to maximize Elo score of response (how?)
Usually: train a reward model r̂(y | x) to predict Elo

Just put a regression head on top of a language model

Policy tries to maximize output of reward model: policy optimization

max
π

E
x∼pprompts

E
y∼π(·|x)

[r̂(x, y)]
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Problem with maximizing reward functions

If you directly maximize input to a neural net, weird things can happen!

https://github.com/anishathalye/obfuscated-gradients

Leaving the region of “normal data,” network behaviour starts becoming weird
Field called adversarial robustness trying to limit this; it’s fundamentally very difficult

Also happens with language models, even with single-character attacks
can bring Bert-based sentiment analysis from 90% accurate to 45%
Particularly common problem in RL: “reward hacking”
The “paperclip maximizer” is a particularly extreme form of this

https://www.decisionproblem.com/paperclips/
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Problem with maximizing reward functions

If you directly maximize input to a neural net, weird things can happen!
Leaving the region of “normal data,” network behaviour starts becoming weird
Field called adversarial robustness trying to limit this; it’s fundamentally very difficult

Also happens with language models, even with single-character attacks
can bring Bert-based sentiment analysis from 90% accurate to 45%
Particularly common problem in RL: “reward hacking”
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The “paperclip maximizer” is a particularly extreme form of this
https://www.decisionproblem.com/paperclips/

16 / 83

https://arxiv.org/abs/1803.03453
https://www.decisionproblem.com/paperclips/


Avoiding “overfitting too much” to the reward model/data

We don’t want to change the policy “too much” from where we started

max
π

E
x∼pprompts

E
y∼π(·|x)

[
r̂(x, y)− β log

π(y | x)
πbase(y | x)

]
= max

π
E

x∼pprompts

[
E

y∼π(·|x)
[r̂(x, y)]− βKL(π(· | x) ∥ πbase(· | x))

]
Hyperparameter β for how much we trust this

This is “on-policy” training: we query the reward model (or people) for everything

Can also do “off-policy” training: tune model to obey pre-canned dataset of prefs

DPO (“direct preference optimization”) and many variants
Lots of complexity in optimization here!
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Other sources of feedback

You can use (implicit) reward signals from end users, too
How most feedback on Spotify, etc works

https://ubctoday.ubc.ca/news/march-03-2025/restricting-use-deepseek-ubc

But vulnerable to user manipulation
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Other sources of feedback

You can use (implicit) reward signals from end users, too
How most feedback on Spotify, etc works

But vulnerable to user manipulation

https://arstechnica.com/information-technology/2016/03/

microsoft-terminates-its-tay-ai-chatbot-after-she-turns-into-a-nazi/
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The overall chatbot pipeline

Start with a big Transformer-based (decoder-only) architecture

Train it to do language modeling on some huge dataset of text

Fine-tune it to behave like examples of a “good chatbot”

RLHF/RLAIF/DPO. . . further to “align” with human preferences

Can get some really impressive behaviour out of this process!

But important to keep in mind what it’s doing
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LLMs as role-playing

https://www.nature.com/articles/s41586-023-06647-8
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https://arxiv.org/abs/2412.14093 21 / 83
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https://bsky.app/profile/colin-fraser.net/post/3ldoyuozxwk2x 22 / 83
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Reasoning models

https://x.com/polynoamial/status/1834280425457426689
https://x.com/colin_fraser/status/1838667677981904917
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https://x.com/colin_fraser/status/1838672318220099909
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https://arxiv.org/abs/2501.12948
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https://www.theverge.com/news/601195/openai-evidence-deepseek-distillation-ai-data
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AGI?

Some people very strongly believe that further scaling the current approach will
lead to “artificial general intelligence” . . . and maybe also “consciousness”

Some people very strongly believe not

Entirely in my subjective opinion:

The “pro” arguments are (imo) mostly just hype
The “anti” arguments are (imo) mostly not very justified
I tend to lean towards “anti,” but I don’t think I have a strong reason for that
In 2018 I would have said current capabilities were very very unlikely within 10 years
In the 50s, general opinion was that once a computer could outplay all humans at
chess, AGI would quickly follow

The kind of question that it’d be really nice if learning theory could answer, but
unfortunately we don’t have those kinds of tools
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Still make lots of dumb mistakes
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Still make lots of dumb mistakes

https://twitter.com/astrogrant/status/1623091683603918849
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https://www.cbc.ca/news/canada/british-columbia/air-canada-chatbot-lawsuit-1.7116416
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https://twitter.com/soldni/status/1617993864241123328
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https://twitter.com/ruchowdh/status/1625831311846871040
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https://twitter.com/ruchowdh/status/1625831311846871040
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Pause

Time for our usual break

But. . . the Student Experience of Instruction response rate is

Currently 5% for 440, “supposed to be” at least 25%
Currently 9% for 550, “supposed to be” at least 65%

These get used:
For me (and administrators) to see anonymously to improve in the future

Really is anonymous: I don’t see your name, only numeric summaries + each text
response to each question (separately, not linked to each other)
I only see this well after final grades are submitted

For my tenure case

seoi.ubc.ca/surveys or in your email

Teaching evaluations: the good, the bad, and the ugly by Mike Gelbart on r/UBC

“Think about your biases”; “be specific”; “be kind”
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Diffusion Processes

https://arxiv.org/abs/2208.09392

Non-random (“cold diffusion”): maybe ≈ conditional flow matching
36 / 83
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Diffusion Models as Hierarchical VAEs

Start with data point x0, add noise to get x1, add noise to get x2, . . .
Forward process is (≈)fixed; should choose so q(xT | x0) ≈ p(xT )
Reverse process pθ(xt−1 | xt) to remove the noise
Normal ELBO would give us (see (34) to (45) in this note)

log pθ(x0) ≥
reconstruction︷ ︸︸ ︷

E
q(x1|x0)

log pθ(x0 | x1)−
prior matching; doesn’t depend on θ︷ ︸︸ ︷
E

q(xT−1|x0)
KL(q(xT | xT−1) ∥ p(xT ))

−
T−1∑
t=1

E
q(xt−1,xt+1|x0)

KL(q(xt | xt−1) ∥ pθ(xt | xt+1))︸ ︷︷ ︸
consistency

Nicer ELBO (see (46) to (58) in this note) cancels tons of stuff:

log pθ(x0) ≥
reconstruction︷ ︸︸ ︷

E
q(x1|x0)

log pθ(x0 | x1)−
prior matching; no θ︷ ︸︸ ︷

KL(q(xT | x0) ∥ p(xT ))

−
T−1∑
t=1

E
q(xt|x0)

KL(q(xt−1 | xt, x0) ∥ pθ(xt−1 | xt))︸ ︷︷ ︸
pθ should match true denoising process

Recovers standard VAE ELBO if T = 1
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Diffusion Models as Hierarchical VAEs

argmax
θ

E
q(x1|x0)

log pθ(x0 | x1)−KL(q(xT | x0) ∥ p(xT ))−
T−1∑
t=1

E
q(xt|x0)

KL(q(xt−1 | xt, x0) ∥ pθ(xt−1 | xt))

Usual case is fixed normal noise: q(xt | xt−1) = N (xt;
√
1− βtxt−1, βtI)

Implies q(xt | x0) = N (xt;
√
ᾱtx0, (1− ᾱt)I) for ᾱt =

∏t
τ=1(1− βτ )

Choose T , βt such that ᾱT ≈ 0, so q(xT | x0) ≈ N (0, I)
Get that q(xt−1 | xt, x0) = N

(
xt−1; γtxt + δtx0, σ

2
t I

)
; γt, δt, σt depend only on βts

We can just choose pθ(xt−1 | xt) = N (xt−1; γtxt + δtx̂θ(xt, t), σ
2
t I)!

KL, reconstruction terms simplify a lot: get

argmin
θ

E
x0∼ptarget

t∼Unif{1,...,T}

[
E

xt∼N(
√
ᾱtx0,(1−ᾱt)I)

[
δ2t
2σ2

t

{
∥x̂θ(x1, 1)− x0 − γ1x1∥2 if t = 1

∥x̂θ(xt, t)− x0∥2 otherwise

]]

Empirically can choose to ignore weighting δ2t /σ
2
t and the t = 1 special case:

argmin
θ

E
x0∼ptarget

t∼Unif{1,...,T}

[
E

xt∼N(
√
ᾱtx0,(1−ᾱt)I)

[
∥x̂θ(xt, t)− x0∥2

]]
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Other views of Diffusion Models

Can view essentially same objective as denoising score matching

Or as stacked denoising auto-encoders

Helpful descriptions by: Yang Song, Lilian Weng, Calvin Luo, and PML2 25
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“Plain” Diffusion Samples

https://yang-song.net/blog/2021/score/

40 / 83

https://yang-song.net/blog/2021/score/


Infinitely many noise levels

Can take the T = ∞ limit based on stochastic differential equations

See Yang Song’s blog post

Gives exact log-likelihoods and better ability to condition

https://yang-song.net/blog/2021/score/
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Stable Diffusion

Train a fancy, high-quality auto-encoder

Run diffusion model on the code distribution

Condition the decoder on text embeddings

https://arxiv.org/abs/2112.10752
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ControlNet

Allows “post-processing” to add new kinds of conditioning to pretrained model

https://www.reddit.com/r/StableDiffusion/comments/1281iva/new_controlnet_face_model/ 43 / 83

https://www.reddit.com/r/StableDiffusion/comments/1281iva/new_controlnet_face_model/


https://www.theverge.com/2023/1/17/23558516/ai-art-copyright-stable-diffusion-getty-images-lawsuit
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https://arxiv.org/abs/2301.13188
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How do we tell if a generative model is any good anyway?

Held-out log-likelihood would be the usual thing to do for generative models
GANs can’t do; VAEs under-estimate; energy-based models typically over-estimate

(Happens by Jensen’s inequality; see this paper, section 3.2, to estimate by how much)

Images are usually in {0, 1, . . . , 255}d: continuous models can get infinite likelihoods

Usually de-quantize by adding uniform noise from [0, 1)d

Under-estimates log-likelihood of discrete model with pdiscrete(x) =
∫
[0,1)d

pθ(x+ u)du

(Jensen’s again; see this paper, section 3.1)

Connection to sample quality is tenuous in high dimensions
Break samples, barely change log-likelihood: p(x) = 0.001pθ(x) + 0.999 (x)

log p(x) ≥ log(0.001pθ) > log pθ(x)︸ ︷︷ ︸
scales with d

− 7︸︷︷︸
doesn’t

On 64× 64 ImageNet, PixelCNN beats PixelRNN by 511 nats/img, Conv Draw by 4,514

Break log-likelihood, barely change samples: p = 1
N

∑N
i=1 N (x̃i, ε2I) for x̃i iid∼ pθ

If N is big and ε tiny, unlikely to see duplicates, but it’s a way-overfit KDE
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How do we tell if a generative model is any good anyway?
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How do we tell if a generative model is any good anyway?

Most common sample evaluation method: Fréchet Inception Distance (FID)

Estimate mean, covariance of featurizer pretrained on ImageNet

Squared FID: ∥µ̂model − µ̂target∥2 +Tr(Σ̂model) +Tr(Σ̂target)− 2Tr
(
(Σ̂modelΣ̂target)

1
2

)
Motivated as Wasserstein-2 (Fréchet) distance between Gaussians
Estimator has low variance but high bias (this paper, section 4 / appendix D)

Precision/Recall, Density/Coverage metrics

Try to disambiguate “all samples look reasonable” versus “covering all the data”

Classification Accuracy Score

Train a classifier on (class-conditional) model samples; see how it does on real data

All of these have issues with “overfitting” by just reproducing training set
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Sexism in other NLP models

https://twitter.com/doravargha/status/1373211762108076034
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https://www.reuters.com/article/world/

insight-amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK0AG/ 53 / 83
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https://twitter.com/MissTrifolium/status/1673035389966209025
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Image models, too

https://twitter.com/ronawang/status/1679867848741765122
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https://twitter.com/Chicken3gg/status/1274314622447820801
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https://twitter.com/JanelleCShane/status/1405598023619649537

58 / 83

https://twitter.com/JanelleCShane/status/1405598023619649537


It’s not just the training data

https://www.bloomberg.com/graphics/2023-generative-ai-bias/

Hard to analyze the training data for Stable Diffusion
It’s been taken offline after realizing it contained thousands of pictures of child
sexual abuse https://www.404media.co/laion-datasets-removed-stanford-csam-child-abuse/

Some models, like Obama super-resolution example, known to collapse to most
common group
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Attempted fixes

“Wrappers” around image models sometimes silently change prompts like
“doctor” to “Hispanic doctor” to try to balance

https://x.com/BoyNamedShit/status/

1728937063091974345

https://x.com/DerekPutin/status/

1728928441507189069

https://www.reddit.com/r/dalle2/

comments/16py1bm/comment/k1tw9tt/
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Not just generative models

https://arxiv.org/abs/1711.11443

Partly from training data (many more Black than Asian basketball players)

Some indications that it’s more biased than training data

Bias amplification; one hypothesis is that it’s a “shortcut feature”
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https://arxiv.org/abs/1906.02659

Estimate of source country of
OpenImages:

https://arxiv.org/abs/1711.08536
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Algorithmic fairness techniques

A lot of work over the past 10 years on computational fairness;
different notions of “what does fair mean” and how to achieve them

DSCI 430 is a course mostly focusing on these issues!
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https://www.theguardian.com/technology/2020/sep/21/twitter-apologises-for-racist-image-cropping-algorithm

Ended up mostly removing the auto-cropping algorithm
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Limits of computational fairness techniques

A lot of work over the past 10 years on computational fairness;
different notions of “what does fair mean” and how to achieve them

Some fundamental incompatibilities between properties you’d like

Usually depend on knowing the attributes (or predicting. . . )

Often fail at intersectionality

“I’d like to be unbiased w.r.t. race, and w.r.t. gender”
“Okay: accept most white women/Black men, reject most white men/Black women”

Often require fixed, discrete categories (like the example above. . . )

Lots of kinds of “fairness” issues they fundamentally can’t address

Difficult to achieve, difficult to generalize, . . .

68 / 83



https://www.youtube.com/watch?v=GOn3-P6KZ9E
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https://www.youtube.com/watch?v=GOn3-P6KZ9E
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https://www.youtube.com/watch?v=GOn3-P6KZ9E
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https://www.youtube.com/watch?v=GOn3-P6KZ9E
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https://www.cs.princeton.edu/~arvindn/talks/MIT-STS-AI-snakeoil.pdf
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Are we learning the actual concept, or just correlations?

Is being “surrounded by green” part of the definition of cow?

https://www.onegreenplanet.org/news/cows-enjoy-the-beach/

Do we need examples of cows in different environments? Kids usually don’t
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Are we learning the actual concept, or just correlations?

https://mathwithbaddrawings.com/2017/10/18/5-ways-to-troll-your-neural-network/
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https://interaktiv.br.de/ki-bewerbung/en/
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Non-robustness to domain shifts

https://arxiv.org/abs/2202.01034
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https:

//www.theverge.com/features/23764584/ai-artificial-intelligence-data-notation-labor-scale-surge-remotasks-openai-chatbots
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https://arxiv.org/abs/2402.09891
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https://twitter.com/milesrichardson/status/

1741326640813084679
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https://www.reddit.com/r/OpenAI/comments/1amgtk3/attention_is_all_you_need/
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https://openai.com/blog/multimodal-neurons/
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