CPSC 340:
Machine Learning and Data Mining

Non-Parametric Clustering
summer 2021



Admin

Assignment 2 due Monday
Assignment 3 out Friday

Midterm on Tuesday, June 1, 2021
— Auto-graded portion and manually graded portion

— Do each portion in single seating
- E.Q.

do auto-graded potion at 10am

do manually-graded portion at 7pm

Practice Midterm will be out next Tuesday.
— (Loosely) based on previous term’s exams

No class Monday (Victoria Day)



In This Lecture

« K-Means Discussion (10 minutes)
- Density-Based Clustering (15 minutes)
« Hierarchical Clustering (15 minutes)



Last Time: K-Means Clustering

We want to cluster data:
— Assign examples to groups.

K-means clustering:
— Define groups by “means”

— Assigns examples to nearest mean. o L
(And updates means during training.) SRE

Also used for vector quantization:
— Learned compression method.
— “Replace all breakfast with canonical breakfast”

Feature space

Issues with k-means:
— Fast but sensitive to initialization.
— Choosing ‘k’ is annoying.



K-MEANS AND CONVEX SHAPES



Shape of K-Means Clusters

- Recall: k-means assigns cluster labels based on distance to nearest mean.
« EqQuivalent: partition the feature space based on the “closest mean”:

_— Poinfs here wre
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mean.,
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10 15 20
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Feature space

« Qbserve that the clusters are convex regions (proof in bonus).



convex Sets

A set is convex if line between two points in the set _Sko_\as_l,/\_ﬁ&t_se—b

Convex? Convex?

NES N




Shape of K-Means Clusters
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Q: Are clusters always convex?
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Convey

Q: Should this really be Convey

in the blue cluster?
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-15
-20 -15 -10 -5 0 5 10 15 20

Feature space Animatio!



http://datagenetics.com/blog/may12017/index.html

K-Means with Non-Convex Clusters

Mon-convex banana-shaped data points

-1 5160500051015 2025 30

Feature space



K-Means with Non-Convex Clusters

kmeans with k=2

-7 F

Feature space

—-1.51. 6050051015 202530

K-means cannot separate
some non-convex clusters
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K-Means with Non-Convex Clusters

kmeans with k=2

-7 F

Feature space

—-1.51. 6050051015 202530

K-means cannot separate
some non-convex clusters

Though over-clustering can help

616 --= 50

—-1.51.6-0500 051015 20 2530

(“hierarchical”)
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e Posted by u/sewn_of_a_gun 18 hours age 23 fj}, s
“:"‘ TIL Dr. John Snow discovered cholera is spread through
water and not air. He discovered this during an outbreak

in London in 1854 in which hundreds of people became
infected and died. The only ones not infected were those

who only drank beer, not water
en.wikipedia.org/wikif1...

M 593 Comments  # Share Save @' Hide E Report 96% Upvoted

Coming Up Next

DENSITY-BASED CLUSTERING



Go gle john snow A Q

Q Al [ images [E) Mews [3] videos ¢? shopping i More Settings  Tools

wallpaper epidemiology king wolf

dragon

emilia clarke 3 Ci

Jon Snow (character) - ... Qin Snow -

en.wikipedia.org

Wikipedia

How to Get Jon Snow’s_. Hottest Moments on Game _ Jon snow, Kit harringto_.. Jon Snow is the worst part a... Jon S
gq.com thecut.com pinterest.com VOX.COMm ftw.usat

How Jon Snow and Daenerys Targaryen ... Kit Harington on the M... How to Get Jon Snow’s Lusci... Game of Thrones". Jon Snow gave his ... Winds of Winter’ release da
insider.com allure.com gg.com latimes.com inverse.com

.

Tragedy of Jon Snow Game Of Thrones: 5 Moments Jon Snow Was .. John Snow | British physician... Game of Thrones': Jon Snow Finds Out ...

Flmeamnaninm in erraanrant com hritannira onom ineider com
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John Snow and Cholera Epidemic

John Snow’s 1854 spatial histogram of deaths from cholera:

Found cluster of cholera deaths around a particular water pump.
— Went against airborne theory, but pump later found to be contaminated.
— “Father” of epidemiology.



wWhy Would Clusters Be Non-Convex?

*;

>

Feature space

Interaction between features can make regions non-convex
Incomplete features can make regions non-convex
Process of generating data can make regions non-convex



why Density-Based Clustering?

Density-based clustering:
— Clusters are defined by “dense” regions.

— Examples in non-dense regions don’t get clustered.
* Not trying to “partition” the space.

Clusters can be non-convex:

— Elephant clusters affected by vegetation,
mountains, rivers, water access, etc.

It’s a non-parametric clustering method:
— No fixed number of clusters ‘k’.
— Clusters can become more complicated with more data.

1o



Density and Social Distancing

« Clusters are defined by density
- High density leads to chain reaction
- E.g. COVID-19

— Social distancing => avoid clusters

Large crowd gathers at Vancouver’s Sunset Beach _

on 4-20 despite COVID-19 restrictions COV' D 19 Cl uster re po rted at PO r

£ Si;’::nAAZFFZE.IZ-D‘;;?::IQNa?S Updated April 21, 2021 11:53 am CO q u ItI a m COStCO ; 0 Utb re a k at
VGH declared

i qu,bal News Mormng BC . | e/ , BY DEAN RECKSIEDLER AND HANA MAE NASSAR
2 i 5 < faw
Posted Mar 15, 2021 9:38 am PDT Last Updated Mar 16, 2021 at 1:09 am PDT

High-density infection event is
called CLUSTER!




EEEEEEE

Other Potential Applications

nere are high crime regions of a city?

nere should taxis patrol? ‘
nere does player make/miss shots? “"‘

nich products are similar to this one? ‘
hich pictures are in the same place? “

nere can proteins ‘dock’?

Purple/Blue = Break and Enter

here are people tweeting? ‘/ \1 T e




What is Density-Based Clustering?

(I'd call it “chain reaction clustering”)

Enough data points in neighbourhood - “explode”
— Then see if the neighbours should explode

Not enough data points in neighbourhood — don’t “explode”
@ parse) regions — lots of explosion, (dense regions — not much explosion
Datapoints “burning” together form a cluster (like COVID-19 infections!)

A

NO

e N Q: Should | explode this?
\

" o, O :
o) “0/\ Q: Should | explode this?

~ -

- - R \'(ES

Feature space




MORE FORMAL DESCRIPTION OF
DENSITY-BASED CLUSTERING



Density-Based Clustering

Density-based clustering algorithm (DBSCAN) has two hyperparameters:
— Epsilon (g): distance we use to decide if another point is a “neighbour”.
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Density-Based Clustering

Density-based clustering algorithm (DBSCAN) has two hyperparameters:
— Epsilon (g): distance we use to decide if another point is a “neighbour”.

1\

nCi'aL\LaO\Arg“
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Density-Based Clustering

- Density-based clustering algorithm (DBSCAN) has two hyperparameters:

— Epsilon (g): distance we use to decide if another point is a “neighbour”.

— MinNeighbours: number of neighbours needed to say a region is “dense”.
« If you have at least MinNeighbours “neighbours”, you are called a “core” point.

- Main idea: merge all neighbouring core points to form clusters.
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Density-Based Clustering
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Density-Based Clustering
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Density-Based Clustering
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Density-Based Clustering
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Density-Based Clustering Pseudo-Code

« For each example x;:
— If X, is already assigned to a cluster, do nothing.

— Test whether x; is a ‘core’ point (= MinNeighbours examples within ‘¢’).
- If x;is not core point, do nothing (this could be an outlier).
« If X, is a core point, make a new cluster and call the “expand cluster” function.



Density-Based Clustering Pseudo-Code

« “Expand cluster” function:

— Assign to this cluster all x; within distance ‘¢’ of core point x; to this cluster.
— For each new “core” point found, call “expand cluster” (recursively).



Density-Based Clustering Pseudo-Code

- “Expand cluster” function:

— Assign to this cluster all x; within distance ‘e’ of core point x; to this cluster.
— For each new “core” point found, call “expand cluster” (recursively).
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Density-Based Clustering Pseudo-Code

- “Expand cluster” function:

— Assign to this cluster all x; within distance ‘e’ of core point x; to this cluster.
— For each new “core” point found, call “expand cluster” (recursively).
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Density-Based Clustering Pseudo-Code

- “Expand cluster” function:

— Assign to this cluster all x; within distance ‘e’ of core point x; to this cluster.
— For each new “core” point found, call “expand cluster” (recursively).

:o.:\—%/\kw 165" I‘r aq V\CW{/ Gc‘t((dl fOVWL 'S

’ * Q (onc [Jom‘}



Density-Based Clustering Pseudo-Code

- “Expand cluster” function:

— Assign to this cluster all x; within distance ‘e’ of core point x; to this cluster.
— For each new “core” point found, call “expand cluster” (recursively).

e, 5 Tfs & "o pm’vﬂl) s add ik V\é’l(/ﬁ'éau&




Density-Based Clustering Pseudo-Code

- “Expand cluster” function:

— Assign to this cluster all x; within distance ‘e’ of core point x; to this cluster.
— For each new “core” point found, call “expand cluster” (recursively).
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Density-Based Clustering Pseudo-Code

- “Expand cluster” function:

— Assign to this cluster all x; within distance ‘e’ of core point x; to this cluster.
— For each new “core” point found, call “expand cluster” (recursively).
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Density-Based Clustering Pseudo-Code

- “Expand cluster” function:

— Assign to this cluster all x; within distance ‘e’ of core point x; to this cluster.
— For each new “core” point found, call “expand cluster” (recursively).
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Density-Based Clustering Pseudo-Code

- “Expand cluster” function:

— Assign to this cluster all x; within distance ‘e’ of core point x; to this cluster.
— For each new “core” point found, call “expand cluster” (recursively).
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Density-Based Clustering Pseudo-Code

- “Expand cluster” function:

— Assign to this cluster all x; within distance ‘e’ of core point x; to this cluster.
— For each new “core” point found, call “expand cluster” (recursively).
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Density-Based Clustering Pseudo-Code

- “Expand cluster” function:

— Assign to this cluster all x; within distance ‘e’ of core point x; to this cluster.
— For each new “core” point found, call “expand cluster” (recursively).
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Density-Based Clustering Pseudo-Code

- “Expand cluster” function:

— Assign to this cluster all x; within distance ‘e’ of core point x; to this cluster.
— For each new “core” point found, call “expand cluster” (recursively).



Density-Based Clustering in Action

Interactive demo



https://www.naftaliharris.com/blog/visualizing-dbscan-clustering/

Density-Based Clustering Issues

m Ints are not Ign t cluster. ’ n
Some points are not assigned to a ,o,,.-m‘; A Aomo/v/

— r nding on the application. ;o
Good or bad, depending PP i befwetn ¢ lusters

v,

Ambiguity of “non-core” (boundary) points:/Zg- = -

Sensitive to the choice of ¢ and MinNeighbours.
— Original paper proposed an “elbow” method (see bonus slide).

— Otherwise, not sensitive to initialization (except for boundary points).

If you get a new example, finding cluster is expensive.
— Need to compute distances to core points (or maybe all training points).

In high-dimensions, need a Lot of points to ‘fill’ the space.

42



Density-Based Clustering in Nature

Quorum sensing:
— Bacteria continuously release a particular molecule.
— Bacteria have sensors for this molecule.

Gram-negative single species bacteria Quorum Sensing

If sensors become very active:
— It means cell density is high.

— Causes cascade of changes in cells.
(Some cells “stick together” to
form a physical cluster via “biofilm”.)

Low Density High Density Biofilm

2, Attaches to and
L activates regulatory
A closer look inside the cells protein

| _cell 1. Diffuses
\ through cell
membranes

-Acyl Homoserine Lactose autoinducer ﬁ ‘

- Activator protein

y
y.
I’:'l
/
I— / LA s 3. Binds to
- Chromosome <" ‘ 4, Creation |

of new AHL

- AHL synthase
5. Process repeats




ENSEMBLE CLUSTERING
AND LABEL SWITCHING



Ensemble Clustering

E question stop following KRNI

Multiple random runs of K means

| was wondering how running K Means (original version, not K means ++ ) several times with random initializations can help us make an accurate model. K Means
outputs the class labels of all the samples. We definitely cant use mode of all the labels it got in different runs because class labels from different runs dont make
any sense when compared. We somehow have to see what points are coming in the same cluster in a lot of runs._.| am not sure, how do we do it?

« We can consider ensemble methods for clustering.
— “Consensus clustering”
 It's a good/important idea:
— Bootstrapping is widely-used.
— “Do clusters change if the data was slightly different?”

Q: What can go wrong with
ensemble clustering?

45



Ensemble Clustering

- E.g., run k-means 20 times and then cluster using the mode of each ¥..
« Normally, averaging across models doing different things is good.

25
20+

15

10

[£

10+

15 ! ! ! ! ! | | J
-20 -15 -10 5 0 5 10 15 20

Feature space

« But this is a bad ensemble method: worse than k-means on its own.



Label Switching Problem

« This doesn’t work because of “label switching” problem:
— The cluster labels y, are meaningless.
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— All y, become equally likely as number of initializations increases.



Addressing Label Switching Problem

Ensembles can’t depend on label “meaning”:
— Don’t ask “is point x; in red square cluster?”, which is meaningless.
— Ask "is point x; in the same cluster as x;?”, which is meaningful.
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— Bonus slides give an example method (“UBClustering”).
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HIERARCHICAL CLUSTERING



Differing Densities

« Consider density-based clustering on this data:

X x Xy X
X X X YX)(X
Xxy
X y y o
X ¥ x



Differing Densities

* Increase epsilon and run it again:

X S~
Mesc 2 &/wILt’rS

¥x L x L/ are pow “close’

 There may be no density-level that gives you 3 clusters.



Differing Densities

e Here is a worse situation:

« Now you need to choose between coarse/fine clusters.
« Instead of fixed clustering, we often want hierarchical clustering.



Hierarchical Clustering

— Each node in the tree splits the data into 2 or more clusters.
— Much more information than using a fixed clustering.
— Often have

"~ GIF


https://miro.medium.com/max/720/1*ET8kCcPpr893vNZFs8j4xg.gif

Application: Phylogenetics

We sequence genomes of a set of organisms.
Can we construct the “tree of life”?

Comments on this application:
— On the right are individuals.
— As you go left, clusters merge.
— Merges are ‘common ancestors’.

More useful information in the plot:
— Line lengths: chosen here to approximate time.

— Numbers: #clusterings across bootstrap samples.

— ‘Outgroups’ (walrus, panda) are a sanity check.
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Application: Phylogenetics

Comparative method in linguistics studies evolution of languages:

Classification of

’CQ_NT_LN.EN-IAJ.. . R'OM"A'NC-E,§
Romance languages _. - ~
"‘

S. Balkan
Romance

/ <7 . SUBBRANCH

----------

o GROUP
ISLAND I 4 . S\ = S 7 e : Subgroup
ROMAN C\E O Language / Cluster
] + sublanguage
- — —, "traditional

: |
Lim = groupings”



Application: Phylogenetics

e January 2016: evolution of fairy tales.

— Evidence that “Devil and the Smith"”
goes back to bronze age.

— “Beauty and the Beast” published
in 1740, but might be 2500-6000 years old.

Proto-Indo-European®

328 330 402 554

Proto-Western-1E

311 328 330 332 402 425€
470 500 505 531 554 592
650" 675

Proto-Germ-Italo-Celtic

Proto-Indo-Iranian
o
}]-I ] 328 330 f.’i_ 365 s—l(]% 311 38 402
425¢ 470 471% 500 501 505 4608 531 554
531 554 570 592 650% 675 R
Proto-Italo-Celtic
311 315 328 330 332 365 402 425€
500 501 505 531 554 592 650° 675
Proto-Romance Proto-Celtic Proto-Germanic Proto-Balto-Slavic
Si1 ATA-336. 3% 551 307 311 312" 3147315 318 321
307 311 315 328 330 | | 311 328 330 el 328 330 331 332 334 361 363
31332 402 SO | gy g gga | |32 361 IS ASTAGL | s 00 gng apsC a2sM 400 61
470 4714500 501 505 St S6i 4 470 4717 500 501 505 | | 499 4714 475 500 501 505 5100
510 5108 531 554 570 e ges 562 565 570 591 592 | | 519 531 554 562 565 570 S75
5 2 p ”
592 6507 675 710 L 650" 660 675 592 650% 660 665 672 673 675
710 735 7354 736
International tale types
307  The Princess in the Coffin 409  The Girl as Wolf 562 The Spirit in the Blue Light
311 Rescue by Sister 425C Beauty and the Beast 565 The Magic Mill
312D Rescue by the Brother 425E The Enchanted Husband 570 The Rabbit-Herd
314A  The Shepherd and the Giants 425M The Snake Bridegroom 575 The Prince's Wings
314A* Animal Helper in the Flight 460B The Journey 591 The Thieving Pot
315  TheF less Sister 461  Three Hairs 592 The Dance Among Thorns
318  The Faithless Wife 470 Friends in Life and Death 650A Strong John
321  Eyes Recovered from Witch 471A The Monk and the Bird 660 The Three Doctors
328  The Boy Steals Ogre’s Treasure 475 The Man as the Heater 665 The Man who Flew and Swam
330 The Smith and the Devil 500  Supernatural Helper 672 The Serpent’s Crown
331 The Spirit in the Bottle 501  The Three Old Spinning Women 673 The White Serpent’s Flesh
332 Godfather Death 505  The Grateful Dead 675 The Lazy Boy
334 Household of the Witch 510 Cinderella and Peau d"Ane 710 Our Lady’s Child
361  Bear Skin 510B Peau d’Asne 735 The Rich and the Poor Man
363 The Corpse-Eat 519 The Strong Woman as Bride 735A Bad Luck Imprison¢g)
365  The Dead Bridegroom 531 The Clever Horse 736 Luck and Wealth
402 The Animal Bride 554 The Grateful Animals




Application: Phylogenetics

e January 2016: evolution of fairy tales.

— Evidence that “Devil and the Smith"”
goes back to bronze age.

— “Beauty and the Beast” published
in 1740, but might be 2500-6000 years old.

« September 2016: evolution of myths.

— “Cosmic hunt” story:

« Person hunts animal that becomes constellation.
— Previously known to be at Least 15,000 years old.

 May go back to paleololithic period.

Maricopa people
I

57



Application: Fashion?

« Hierarchical clustering of clothing material words in Vogue:
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Agglomerative (Bottom-Up) Clustering

« Most common hierarchical method: agglomerative clustering.
1. Starts with each point in its own cluster.

[ a | POOOE®
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Agglomerative (Bottom-Up) Clustering

« Most common hierarchical method: agglomerative clustering.
1. Starts with each point in its own cluster.
2. Each step merges the two “closest” clusters.
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Agglomerative (Bottom-Up) Clustering

« Most common hierarchical method: agglomerative clustering.
1. Starts with each point in its own cluster.
2. Each step merges the two “closest” clusters.
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Agglomerative (Bottom-Up) Clustering

« Most common hierarchical method: agglomerative clustering.
1. Starts with each point in its own cluster.
2. Each step merges the two “closest” clusters.
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Agglomerative (Bottom-Up) Clustering

« Most common hierarchical method: agglomerative clustering.
1. Starts with each point in its own cluster.
2. Each step merges the two “closest” clusters.
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Agglomerative (Bottom-Up) Clustering

« Most common hierarchical method: agglomerative clustering.
1. Starts with each point in its own cluster.
2. Each step merges the two “closest” clusters.
3. Stop with one big cluster that has all points.
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https://towardsdatascience.com/the-5-clustering-algorithms-data-scientists-need-to-know-a36d136ef68

Agglomerative (Bottom-Up) Clustering

Reinvented by different fields under different names (“UPGMA").

Needs a “distance” between two clusters.

A standard choice: distance between means of the clusters.

— Not necessarily the best, many choices exist (bonus slide).

i Hp-0d + - 1—(\')‘0\)

Cost is O(g}s_c\_) for basic implementation. ’ _od)

— Each step costs O(L\tt\_), and each step might only cluster 1 new point.
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summary

Shape of K-means clusters:

— Partitions space into convex sets.

Density-based clustering:

— “Expand” and “merge” dense regions of points to find clusters.
— Not sensitive to initialization or outliers.

— Useful for finding non-convex connected clusters.

Ensemble clustering: combines multiple clusterings.

— Can work well but need to account for label switching.
Hierarchical clustering: more informative than fixed clustering.
Agglomerative clustering: standard hierarchical clustering method.
— Each point starts as a cluster, sequentially merge clusters.

Next time:
- Discovering (and then ignoring) a hole in the ozone layer.



Review Questions

Q1l: Does k-means with k=2 still produce convex partitions of feature space?

Q2: What is the main problem of density-based clustering with fixed “core” point
criteria?

Q3: Why do we need O(n?) distances for each step of hierarchical clustering?



Bi-clustering
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Bi-clustering:
— Cluster the training examples and features.
— Also gives feature relationship information.

Simplest and most popular method:
— Run clustering method on ‘X’ (examples).
— Run clustering method on ‘X'’ (features).

Often plotted with ‘X’ as a heatmap.
— Where rows/columns arranged by clusters.
— Helps you ‘see’ why things are clustered.

Matrix plot

log, ratio to median
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Sorted by example cluster index
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Bi-clustering

Visualization: hierarchical bi-clustering + heatmap + dendrograms.
— Popular in biology/medicine.

Color Key
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Application: Medical data

- Hierarchical clustering is very common in medical data analysis.
— Bi-clustering different samples of breast cancer: A

o

435 kinase genes

710




Other Clustering Methods

« Mixture models (540):
— Probabilistic clustering.

« Mean-shift clustering:

— Finds local “modes” in density of points.

— Alternative approach to vector gquantization.
- Bayesian clustering:

— A variant on ensemble methods.

— Averages over models/clusterings,
weighted by “prior” belief in the model/clustering.



Graph-Based Clustering

- Spectral clustering and graph-based clustering:
— Clustering of data described by graphs.
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Application: Medical data

- Hierarchical clustering is very common in medical data analysis.
— Clustering different samples of colorectoral cancer:

T e
- =10 .
- 5

— This plot is different, it’s not a biclustering: Y
« The matrix is ‘n’ by ‘n’.
- Each matrix element gives correlation. '
« Clusters should look like “blocks” on diagonal.

« Order of examples is reversed in columns. -
— This is why diagonal goes from bottom-to-top. I /
— Please don’t do this reversal, it’s confusing to me. 1 P

| Bacteroidetes Cluster 1 M Firmicutes Cluster 2
B Bacteroidetes Cluster 2 M Pathogen Cluster
B Firmicutes Cluster 1 ® Prevotella Cluster



Why are k-means clusters convex?

 K-means clusters are formed by the intersection of half-spaces.
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Why are k-means clusters convex?

 K-means clusters are formed by the intersection of half-spaces.
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Why are k-means clusters convex?
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Why are k-means clusters convex?
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Why are k-means clusters convex?
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Why are k-means clusters convex?
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Why are k-means clusters convex?
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Why are k-means clusters convex?

-20 -15 -10 -5 0 5 10 15 20



Why are k-means clusters convex?

- Half-spaces are convex sets.

* Intersection of convex sets is a convex set.
— Line segment between points in each set are still in each set.

 So Intersection of half-spaces is convex.

SPACE Intersect




Voronoi Diagrams

 The k-means partition can be visualized as a Voronoi diagram:

« Can be a useful visualization of “nearest available” problems.
— E.g., nearest tube station in London.
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Density-Based Clustering Runtime
Bquestinn stop following

ACLIONS

DBSCAN Training time & Testing time

This is a follow-up inquiry post with Mike about the DBScan, would like to know:

1. Training runtime of DBScan, under K iterations (training set X has n examples and d features)
2. Testing runtime for a single example in DBScan; Testing runtime for test set of size t in DBScan,

the instructors' answer, where instructors collectively construct a single answer

For training, you'll check that each point is a core point exactly once. This check costs ﬂ(nd] since you measure the
distance to each other point, leading to a total training cost of {}(nzd]_

(There are ways to speed this up, like grid-based pruning.)

We didn't define how to apply the DBSCAN model to test data. But a plausible way is to test if the new point is a
neighbor of any existing core points. If you have m core points, you would be able to do this in {}(md}.



“Eloow” Method for Density-Based Clustering

« From the original DBSCAN paper:
— Choose some ‘k’ (they suggest 4) and set minNeighbours=Kk.
— Compute distance of each points to its ‘k’ nearest neighbours.
— Sort the points based on these distances and plot the distances:

4-dist &
-~ , threshold
" point
noise clusters .
» points

— Look for an “elbow” to choose e.



OPTICS

« Related to the DBSCAN “elbow” is “OPTICS".

— Sort the points so that neighbours are close to each other in the ordering.
— Plot the distance from each point to the next point.
— Clusters should correspond to sequencers with low distance.

Dim. 2

0.25
0.2

0.1
0.05




UBClustering Algorithm

- Let’s define a new ensemble clustering method: UBClustering.

1. Run k-means with ‘m’ different random initializations.

2. For each example i and j:
— Count the number of times x; and x; are in the same cluster.
— Define p(i,j) = count(x; in same cluster as x;)/m.

3. Put x; and x; in the same cluster if p(i,j) > 0.5.

« Like DBSCAN merge clusters in step 3 if i or j are already assigned.
— You can implement this with a DBSCAN code (just changes “distance”).
— Each x; has an X; in its cluster with p(i,j) > 0.5.
— Some points are not assigned to any cluster.



UBClustering Algorithm
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Distances between Clusters

« Qther choices of the distance between two clusters:

“Single-link”: minimum distance between points in clusters.
“Average-link”: average distance between points in clusters.
“Complete-link”: maximum distance between points in clusters.
Ward’s method: minimize within-cluster variance.

“Centroid-link”: distance between a representative point in the cluster.
« Useful for distance measures on non-Euclidean spaces (like Jaccard similarity).

« “Centroid” often defined as point in cluster minimizing average distance to
other points.



Cost of Agglomerative Clustering

One step of agglomerative clustering costs O(n4d):

— We need to do the O(d) distance calculation between up to O(n?) points.
— This is assuming the standard distance functions.

We do at most O(n) steps:

— Starting with ‘n’ clusters and merging 2 clusters on each step, after O(n)
steps we'll only have 1 cluster left (though typically it will be much
smaller).

This gives a total cost of O(n3d).

This can be reduced to O(n4d log n) with a priority queue:
— Store distances in a sorted order, only update the distances that change.
For single- and complete-linkage, you can get it down to O(n4d).
— “SLINK” and “CLINK” algorithms.



Bonus Slide: Divisive (Top-Down) Clustering

- Start with all examples in one cluster, then start dividing.

- E.g., run k-means on a cluster, then run again on resulting clusters.
— A clustering analogue of decision tree learning.
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