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# CONSTRAINED MINIMIZATION METHODS* 

E.S. LEVITIN and B.T. POLXAK<br>Moscow<br>(Received 24 September 1965)

## Introduction

CONSTRAINED extremum problems form a wide class of problems often encountered in pure and applied mathematics. We only need to recall examples such as linear and non-linear programming, the Lagrange problem in the calculus of variations, optimal control problems, problems of best approximation and variational problems for partial differential equations. Each of these types was at one time considered in isolation. Today, a general mathematical theory of extremal problems is being created on the basis of functional analysis. For instance, the scheme proposed by A. Ya. Dubovitskii and A.A. Milyutin [1] enables the necessary conditions for a minimum to be obtained in a unified way for all such problems, starting with the duality theorem in linear programming and ending With the Pontryagin maximum principle for optimal control, Very general results have also been obtained regarding the existence and uniqueness of the extrenum.

In the present paper we consider another aspect of extremal problems, namely methods of solving them, from the same unified functionalmanalytic viewpoint. The methods are classified and theorems proved for certain of them. These general theorems are illustrated by some specific examples.

Using this approach we are naturally prevented from considering many familiar methods which in essence use some specific feature of the particular problem (e.g. methods of dynamic programming). This paper consequently makes no pretence at offering a survey of numerical methods of minimization. Our aim is to give as general a statement as possible

[^0]of certain methods which are in part familiar in computational practice, and to state precisely the conditions for their convergence. We pay hardly any attention to another important aspect of the problem, namely the compatational side. But it seems to us that our purely theoretical results on the convergence of methods do in fact throw light on this aspect. Some discussion of this topic will be found in Section 12.

## 1. Notes on the mathematical theory of extremal problems

We devote this section to the mathematical theory that will be utilized below. A familiarity with the general ideas of functional analysis $[2,3]$ is assumed.

All functionals and sets are considered below in a real Banach space E.

As usual, we call the functional $f(x)$ convex on $Q$ if $f((x+y) / 2) \leqslant$ $1 / 2 f(x)+1 / 2 f(y)$ for all $x, y \in Q$ (or strictly convex if the inequality is strict). Throughout, we shall only consider continuous convex functionals. Hence the convexity condition can also be written as $f(\alpha x+$ $(1-\alpha) y) \leqslant \alpha f(x)+(1-\alpha) f(y), \quad 0 \leqslant \alpha \leqslant 1$. Similarly, the set 0 is called convex if $z \in Q$ for all $x, y \in Q$, where $z=1 / 2(x+y)$, and strictly convex if $z$ is an interior point of $Q$. The linear functional $c \in E^{*}$ is called a support functional to $f(x)$ at the point $x$ if $f(x+y) \geqslant f(x)+(c, y)$ for all $y \in E$, and a support functional to $Q$ at the point $x$ if $(c, x) \leqslant(c, y)$ for all $y \in Q$. If the zero linear functional is a support to $f(x)$ at the point $x^{*}$, then $x^{*}$ is a minimum of $f(x)$ on $E$. Here and below, $E^{*}$ is the conjugate space and ( $c, x$ ) is the value of the linear functional $c \in E^{*}$ on the element $x \in E$ (in particular, the scalar product in Hilbert space). A convex functional $f(x)$ has a support functional at any point $x$. This support functional is unique and is the same as the gradient $f^{\prime}(x)$ if $f(x)$ is differentiable (the Frechet derivative is always understood). With $f(x)$ differentiable, the convexity condition is equivalent to ( $\left.f^{\prime}(x)-f^{\prime}(y), x-y\right) \geqslant 0$ for any $x$ and $y$. If the convex functional has a second derivative $f^{\prime \prime}(x)$, then $\left.f^{\prime \prime \prime}(x) y, y\right) \geqslant 0$ for all $x$ and $y$. Finally, a convex functional is weakly seraicontinuous from below.

Most results concerning the existence of an extremum can be obtained from the following.

The orem 1.1
A functional weakly semicontinuous from below has a minimum on a weakly compact set.

In particular, it follows from this that

The orem 1.2
A convex functional $f(x)$ has a minimum on any bounded closed convex set $Q$ of reflexive space $E$.

We quote an elementary theorem on the uniqueness of the minimum.
Theorem 1.3
If, in addition to the conditions of Theorem 1.2, $f(x)$ is strictly convex, or if $Q$ is strictly convex, while $f(x)$ has no zero support functionals on $Q$, then its minimum is unique.

We now turn to the convergence of minimizing sequences. Since the successive approximations in many minimization methods do not in general satisfy constraints, it is worth introducing the following:

Definition [4]. We call $x^{n} \in E, n=1,2, \ldots$, a generalized minimizing sequence ( $G M S$ ) for $f(x)$ on $Q$ if
a) $\lim _{n \rightarrow \infty} f\left(x^{n}\right)=f^{*}=\inf _{c \in Q} f(x)$,
b) $\lim _{n \rightarrow \infty} \rho\left(x^{n}, Q\right)=\lim _{n \rightarrow \infty} \inf _{x \in Q}\left\|x^{n}-x\right\|=0$.

Theorem 1.4
In the circumstances of Theorem 1.2, we can extract from any G VS $^{\text {a }}$ subsequence weakly convergent to the minimum. In the circumstances of Theorem 1.3, any GMS is weakly convergent to the (unique) minimum.

We shall be interested in cases where strong, as well as weak, convergence of the GMS can be proved. For this, we introduce the following definition [4, 5]. The functional $f(x)$ is called uniformly convex if there exists a function $\delta(\tau), \delta(\tau)>0$ for $\tau>0$ (which can be assumed monotonic $)$, such that $f((x+y) / 2) \leqslant 1 / 2(f(x)+f(y))-\delta(\|x-y\|)$ for all $x, y$. This condition is equivalent to the following: for any $x \in E$ there exists a support functional $c \in E^{*}$ such that $f(x+y) \geqslant f(x)+$ $(c, y)+\delta(\|y\|)$ for any $y$. Further, we call a set $Q$ uniformly convex if there exists a function $\delta(\tau), \delta(\tau)>0$ for $\tau>0$, such that
$(x+y) / 2+z \in Q$ for any $x, y \in Q$ and any $z:\|z\| \leqslant \delta(\|x-y\|)$. Finally, we call a uniformly convex functional (set) strongly convex if $\delta(\tau)=\gamma \tau^{2}, \gamma>0$. Such functionals and sets have the following properties. A uniformly convex function $f(x)$ is bounded from below in $E$, while the set $S=\{x: f(x) \leqslant \lambda\}$ is bounded for all $\lambda$. If, in addition, $f(x)$ satisfies a Lipschitz condition on $S$, then $S$ is uniformly convex. Every uniformly convex set different from $E$ is bounded. In finite-dimensional space every bounded strictly convex set is uniformly convex, while every strictly convex functional is also uniformly convex on any bounded set. If $f(x)$ is differentiable, the uniform convexity condition is equivalent to $\left(f^{\prime}(x)-f^{\prime}(y), x-y\right) \geqslant \delta(\|x-y\|)$. If $f(x)$ is twice differentiable, the condition for strong convexity is equivalent to $\left.f^{\prime \prime}(x) y, y\right) \geqslant$ $y\|y\|^{2}, y>0$, for all $x, y$.

Theorem 1.5

If $Q$ is a closed convex set, and $f(x)$ a uniformly convex functional, then every GUS is (strongly) convergent to the (unique) minimum $x^{*}$ of $f(x)$ on $Q$. Here $f(x)-f\left(x^{*}\right) \geqslant \delta\left(\left\|x-x^{*}\right\|\right)$ for all $x \in Q$.

The orem 1.6
If $Q$ is a closed uniformly convex set, and $f(x)$ a functional weakly semicontinuous from below, with a unique minimum at the boundary point $x^{*}$ on 2 , then every GMS is (strongly) convergent to $x^{*}$. In particular, if $f(x)$ is a convex functional, having no zero support functionals on $Q$, then $f(x)-f\left(x^{*}\right) \geqslant \lambda \delta\left(\left\|x-x^{*}\right\|\right), \lambda \geqslant 0$, for all $x \in Q$.

As we shall see below, only a slight strengthening of the conditions of Theorems 1.4 - 1.6 is required for convergence of many minimization methods.

In many problems the admissible set $Q$ is specified by $Q=\{x: g(x) \leqslant 0\}$. where $g(x)$ is a functional. In connection with the concept of GMS, it is important to know when the condition $g\left(x^{n}\right) \rightarrow+0$ implies $\rho\left(x^{n}, Q\right) \rightarrow 0$. We call the constraint $g(x) \leqslant 0$ correct if this is true. It turns out that $g(x) \leqslant 0$ is correct in the following cases: (a) if $E$ is finitedimensional, $g(x)$ is continuous and $S=\{x: g(x) \leqslant \varepsilon\}$ is bounded for some $\varepsilon>0$; (b) if $g(x)$ is convex, $Q$ is bounded and there exists $x^{0}$ such that $g\left(x^{0}\right) \geqslant 0$; (c) if $g(x)$ is convex and $\left\|g^{\prime}(x)\right\| \geqslant \varepsilon>0$ for all $x$ such that $g(x)=0$ (here $g^{\prime}(x)$ denotes any support functional to $g(x)$ at the point $x$; (d) if $g(x)$ is differentiable, $Q$ bounded, $g^{\prime}(x)$ satisfies a Lipschitz condition, and there exist $\varepsilon>0, \delta>0$ such that $\left\|g^{\prime}(x)\right\| \geqslant \varepsilon$ for $|g(x)| \leqslant \delta$; (e) if $g(x) \geqslant 0$ for all $x$ (i.e. $Q=\{x: g(x)=0\}$ ), $g(x)$ is differentiable, $g^{\prime}(x)$ satisfies a Lipschitz condition, and
$\left\|g^{\prime}(x)\right\|^{2} \geqslant \lambda g(x) . \quad \lambda>0$; (f) if $g(x)$ is uniformly convex.
Notice that, if the initial problem is such that the GMS convergence cannot be said to be strong, yet at the same time good convergence to the solution is desirable in the sense of closeness in norm as well as with respect to the functional, the artificial device of A.N. Tikhonov regularization can be used to obtain a strongly convergent sequence $[6,4]$.

In conclusion we dwell briefly on the necessary and sufficient conditions for an extremum. In the case of unconstrained problems, such conditions have been well known ever since the foundations of analysis and the calculus of variations were laid. They were later extended to the case of constraints in the form of equations (the method of Lagrange multipliers). But it is only recently that the necessary conditions for an extremum have been stated for problems of mathematical programming (the Kuhn - Tucker Theorem, [7]) and for optimal control problems (Pontryagin's maximum principle, see [8]). The necessary condition for a minimum was obtained by L.V. Kantorovich [9] in 1940 for the general problem of minimizing a functional on a set of Banach space. Recently, A. Ya. Dubovitskif and A.A. Milyutin [1] have developed a unified technique for obtaining the extremum conditions for a very wide variety of problems.

We shall use the conditions for a minimum of the functional $f(x)$ on a convex set $Q$ of Banach space $E$ in the following form ( $x^{*}$ is the minimum throughout what follows):
(a) if $f(x)$ is differentiable, then

$$
\begin{equation*}
\left(f^{\prime}\left(x^{*}\right), x-x^{*}\right) \geqslant 0 \quad \text { for all } \quad x \in Q \tag{1.1}
\end{equation*}
$$

i.e. $f^{\prime}\left(x^{*}\right)$ is a support functional to $Q$ at $x^{*}$;
(b) If $f(x)$ is differentiable and $E$ Hilbert space, then

$$
\begin{equation*}
\alpha\left\|f^{\prime}\left(x^{*}\right)\right\|=\min _{x \in Q}\left\|x^{*}-\alpha f^{\prime}\left(x^{*}\right)-x\right\| \quad \text { for all } \quad a>0 \tag{1.2}
\end{equation*}
$$

1.e. the projection of the vector $x^{*}-\alpha f^{\prime}\left(x^{*}\right)$ on $Q$ is the same as $x^{*}$;
(c) if $f(x)$ is convex and twice differentiable, then

$$
\begin{equation*}
\left(f^{\prime}\left(x^{*}\right), x-x^{*}\right)+1 / 2\left(f^{\prime \prime}\left(x^{*}\right)\left(x-x^{*}\right), x-x^{*}\right) \geqslant 0 \tag{1.3}
\end{equation*}
$$

or

$$
\min _{x \in Q}\left[f\left(x^{*}\right)+\left(f^{\prime}\left(x^{*}\right), x-x^{*}\right)+1 / 2\left(f^{\prime \prime}\left(x^{*}\right)\left(x-x^{*}\right), x-x^{*}\right)\right]=f\left(x^{*}\right) .
$$

We shall see below that the method of gradient projection (Section 5) can be regarded as an iterational means of satisfying condition (1.2), the conditional gradient method (Section 6) a means of satisfying condition (1.1), and Newton's method (Section 7) condition (1.3).

## 2. Examples of extremal problems

General minimization methods will be illustrated throughout this paper by examples, mainly from optimal control problems. We describe these problems in the present section and indicate conditions ensuring the functional and set properties participating in the general theorems (smoothness, convexity, uniform convexity etc.).

1. The problem of mathematical programing amounts to minimizing a function $f(x)$ of $m$ variables, $x=\left(x_{1}, \ldots, x_{m}\right)$ on a set $Q$ specified by the constraints $g_{i}(x) \leqslant 0, i=1, \ldots . r$. We shall often reduce different problems to a sequence of problems of linear ( $f(x), g_{i}(x)$ linear) or quadratic ( $f(x)$ quadratic, $g_{i}(x)$ linear) programming, for which the final methods of solution are well known [7, 10].
2. The optimal control problem [8] amounts to minimizing the functional

$$
\begin{equation*}
f(u)=\int_{0}^{T} F(x(t), u(t), t) d t+\Phi(x(T)), \tag{2.1}
\end{equation*}
$$

where the phase variables $x(t)$ and control $u(t)$ are connected by

$$
\begin{equation*}
\frac{d x}{d t}=\varphi(x, u, t), \quad x(0)=c \tag{2.2}
\end{equation*}
$$

In the presence of certain constraints. We shall only consider problems in which the time $T$ and the initial state $x(0)$ are fixed. We assume that $x(t)=\left(x_{1}(t), \ldots, x_{m}(t)\right), u(t)=\left(u_{1}(t), \ldots, u_{r}(t)\right), r \leqslant m$. The solution will be sought in the class of functions $u(t) \in L_{2} r(0, T)$, i.e.

$$
\|u\|_{L_{2}^{r}}=\left(\int_{0}^{T}\|u(t)\|_{E_{r}}^{2} d t\right)^{1 / 2}=\left(\int_{0}^{T} \sum_{i=1}^{r} u_{i}^{2}(t) d t\right)^{1 / 2}
$$

This class of functions is fairly wide (in particular, it includes all bounded measurable $u(t)$ ); on the other hand, the space $L_{2}{ }^{r}$ is Hilbert, which is extremely handy for various methods of minimization. The notation $f(u)$ (and not $f(x, u)$ ) in (2.1) emphasizes that $u(t)$ is regarded as the independent variable, while $x(t)$ is found (for the given $u(t)$ ) as a solution of (2.2).

We note some important particular cases of the functional $f(u)$ : (a) $F \equiv 0$ is the problem of terminal state optimization (e.g. $\mathbb{D}(x(T))=$ $\|x(T)-d\|_{m}(b) \Phi \equiv 0, F(x, u, t)=F(x, t)$ is the problew of best approximation of a given trajectory (e.g. $F(x, t)=\|x(t)-a(t)\|_{E_{m}}^{2}$ ) (c) $\Phi \equiv 0, F(x, u, t)=F(u, t)$ is the problem of control power minimization (e.g. $F(u, t)=\|u(t)\|_{E_{r}}^{2}$ ).

An important particular case of system (2.2) is the linear problem in which (2.2) becomes

$$
\begin{equation*}
\frac{d x}{d t}=A(t) x+B(t) u, \quad x(0)=c \tag{2.3}
\end{equation*}
$$

where $A(t), B(t)$ are $m \times m$ and $m \times r$ matrices, continuously dependent on $t$.

In the particular case when $A(t) \equiv 0, B(t) \equiv I$ ( $I$ is the unit matrix), we obtain the classical functional of the calculus of variations.

We shall not quote the proofs of the following properties of the functional $f(u)$, since they are quite laborious and of little interest.
a. Let $\varphi(x, u, t)$ satisfy a Lipschitz condition in $x$ and $u$ for all $x, u, t$ (i.e. for instance, $\left\|\varphi\left(x_{1}, u, t\right)-\varphi\left(x_{2}, u, t\right)\right\|_{E_{m}} \leqslant K\left\|x_{1}-x_{2}\right\|_{E_{m}}$ where $K$ is independent of $u$ and $t$; other conditions of this type will be understood similarly), Let $D(x)$ and $F(x, u, t)$ satisfy a Lipschitz condition in $x$ on any set bounded in $x$ and let $\mid F(x, u+\bar{u}, t)-F(x, u$, $t) \mid \leqslant M\|u\|_{E_{r}}\|\bar{u}\|_{E_{r}}+R\|\bar{u}\|_{E_{r}}^{2} \quad$ (implying that $F(x, u, t)$ satisfies a Lipschitz condition in $u$ on any set bounded in $u$ and that $F(x, u, t)$ as a function of $u$ is increasing not faster than quadratically). Then $f(u)$ is a continuous functional, satisfying a Lipschitz condition on any bounded set.
b. Let $\varphi(x, u, t)$ have partial derivatives with respect to $x$ and $u$, satisfying a Lipschitz condition and bounded for all $x, u, t$, while
$F(x, u, t)$ has partial derivatives with respect to $x$ and $u$ satisfying a Lipschitz condition on any set bounded in $x$. Finally, let $\Phi(x)$ be differentiable and its gradient satisfy a Lipschitz condition on any set bounded in $x$. Then $f(u)$ is differentiable, its gradient satisfies a Lipschitz condition everywhere, and has the form

$$
\begin{equation*}
f^{\prime}(u)=h(t)=F_{u}-\varphi_{u}^{*} \psi \tag{2.4}
\end{equation*}
$$

Where $\psi(t)$ is the solution of the system

$$
\frac{d \psi}{d t}=-\varphi_{x}^{*} \psi+F_{x}, \quad \psi(T)=-\Phi^{\prime}(x(T))
$$

(here, as throughout what follows, the subscript denotes differentiation with respect to the corresponding argument, and the asterisk the conjugate operator, in this case the transposed matrix).

Notice that the necessary condition $f^{\prime}(u)=0$ for a minimum in the unconstrained problem is none other than the classical Euler-Lagrange equation for this problem in the integral form. Notice also that $f^{\prime}(u)$ is connected with the function $Y(x, u, t, \psi)$ of Pontryagin [8] by the simple relationship $h(t)=-I_{\mu}$.

All further properties of $f(u)$ are quoted for a linear system (2.3) only. Unfortunately, we know of no extension of them to a non-linear system.
c. If $F(x, u, t)$ is continuous with respect to $\{x, u\}$, measurable with respect to $t$, convex with respect to $u$, while $\Phi(x)$ is continuous, then $f(u)$ is weakly (and hence strongly) semicontinuous from below.
d. If $F(x, u, t)$ is convex with respect to $\{x, u\}$, and $\Phi(x)$ convex, $f(u)$ must also be convex.
e. If, in addition to property $d, F(x, u, t)$ is uniformly (strongly) convex with respect to $u$ (more precisely, if $F\left(\left(x_{1}+x_{2}\right) / 2,\left(u_{1}+u_{2}\right) / 2\right.$, $t) \leqslant 1 / 2 F\left(x_{1}, \quad u_{1}, t\right)+1 / 2 F\left(x_{2}, u_{2}, t\right)-\delta\left(\left\|u_{1}-u_{2}\right\|\right)$ for any $x_{1}, x_{2}, u_{1}$, $u_{2}, t$, then $f(u)$ is a uniformly (strongly) convex functional.

Properties $d$ and $e$ can be substantially improved [5], Theorem 10, where this is done for the elementary variational problem).
f. If $F(x, u, t)$ is twice continuous differentiable with respect to $\{x, u\}$, and $\Phi(x)$ twice differentiable, then $f(u)$ is twice differentiable
and its second derivative $f^{\prime \prime}(u)$ is

$$
\begin{equation*}
\left(f^{\prime \prime}(u) \bar{u}, \bar{u}\right)=\int_{0}^{T}\left[\left(F_{x x} \bar{x}, \bar{x}\right)+2\left(F_{x u} \bar{x}, \bar{u}\right)+\left(F_{u u} \bar{u}, \bar{u}\right)\right] d t+\left(\Phi^{\prime \prime} \bar{x}(T), \bar{x}(T)\right) \tag{2.5}
\end{equation*}
$$

where $d \bar{x} / d t=A \bar{x}+B \bar{u}, \quad \bar{x}(0)=0$.
g. In connection with theorems 1.3, 1.4, 1.6, it is important to know in what cases $f^{\prime}(u)=0$. We call system (2.3) non-degenerate if $B^{*} \Psi \neq 0$ in any interval from $[0, T]$ for any non-zero solution of the system $d \psi / d t=-A^{*} \psi$. This condition means, in particular, that any point $x(T)$ can be reached from the initial point $x(0)=0$. Let the system be nondegenerate and any of the following conditions be satisfied (for all admissible $u$ ): (a) $F \equiv 0, \Phi^{\prime} \neq 0$; (b) $\Phi \equiv 0, F_{x} \neq 0$ on any interval $F_{u} \equiv 0 ;$ в) $\Phi \equiv 0, F_{x} \equiv 0, F_{u} \not \equiv 0$ on any interval. Then $f^{\prime}(u) \neq 0$ for all admissible $u$.

We now consider the various types of constraint encountered in optimal control problems:
(1) $Q_{1}=\left\{u: u(t) \in M_{t}\right.$ for almost all $\left.0 \leqslant t \leqslant T\right\} ; M_{t}$ is a set of $E_{r}$. For example, $Q_{1}=\left\{u: a_{i}(t) \leqslant u_{i}(t) \leqslant b_{i}(t)\right\} ;$
(2) $Q_{2}=\left\{u: \int_{0}^{T} G(u(t), t) d t \leqslant \lambda\right\} ;$ the case $G(u, t)=$
or $G(u, t)=(R u(t), u(t))_{E_{r}}$, is often encountered, where $R$ is a positive definite matrix;
(3) $Q_{3}=\left\{u: x(t) \in S_{t}\right.$ for all $\left.0 \leqslant t \leqslant T\right\}, S_{t} \subset E_{m}$; particular cases of this constraint are $x(T)=d$ and $q(x(t)) \leqslant 0$ for all $0 \leqslant t \leqslant T, q(x)$ is a function of $m$ variables.

Constraints of a rather more general kind are also possible (for instance, $\int_{0}^{T} G(x, u, t) d t \leqslant \alpha$ or $\{x, u\} \in N_{t}$ for all $0 \leqslant t \leqslant T$, $\left.N_{t} \subset E_{m+r}\right)$. We shall not consider them, since it would add to the complexity of the analysis without introducing anything new.

We quote the properties of the sets $Q_{1}-Q_{3}$.
a. If $Y_{t}$ is convex for all $t$, then $Q_{1}$ is convex. If $G(u, t)$ is convex with respect to $u$ for all $t$, then $Q_{2}$ is convex. If $S_{t}$ is convex for all $t$, and the system linear, then $Q_{3}$ is convex.
b. If $U_{t}$ is closed for almost all $t$, then $Q_{1}$ is closed. If $G(u, t)$ is continuous with respect to $u$ and $|G(u, t)| \geqslant a\|u\|_{E_{r}}^{2}+\beta$ for all $t$, then $Q_{2}$ is closed. If $S_{t}$ is closed for all $t$, and the system linear, then $Q_{3}$ is closed.
c. If $M_{t}$ is uniformly bounded in $E_{r}$, then $?_{1}$ is bounded. If $G(u, t) \geqslant$ $\gamma\|u\|_{E_{r}}^{2}$ for large $\|u\|_{E_{r}}$ and all $t$, then $Q_{2}$ is bounded.
d. If $M_{t} \neq E_{r}$, then $Q_{1}$ is certainly not uniformly convex (and does not even contain interior points). If $G(u, t)$ is uniformly (strongly) convex with respect to $u$ for all $t$ (with a function $\delta(T)$ independent of $t$ ), then $Q_{2}$ is uniformly (strongly) convex.
e. The set $Q_{3}$ can be specified by means of the functional $Q_{3}=$ $\{u: g(u) \leqslant 0\}$. We prove this in three particular cases. Let $Q^{\prime}=\{u$ : $q_{1}(x(t)) \leqslant 0$ for all $\left.0 \leqslant i \leqslant T\right\}$. We can now take $g_{1}(u)=\max _{-0 \leqslant t \leqslant T} q_{1}(x(T))$.

If $Q^{\prime \prime}=\left\{u: q_{2}(x(T)) \leqslant 0\right\}$, we can take $g_{2}(u)=\eta_{2}(x(T))$. Finally if $Q^{\prime \prime \prime}=\{u: x(T)=d\}$, then $g_{3}(u)=\|x(T)-d\|_{E_{m}}^{2}$.

We give the conditions under which the constraints $g_{i}(u) \leqslant 0, i=1$, 2,3 , are correct. Let system (2.3) be non-degenerate. Then $g_{3}(u)$ is a correct constraint, while $g_{1}(u), g_{2}(u)$ are correct provided the $q_{i}(x)$ are convex and $0<\varepsilon \leqslant\left\|q_{i}{ }^{\prime}\right\| \leqslant c$ for $q_{i}=0, i=1,2$, and in addition $q_{1}(x(0))<0$. In particular, the linear conditions $(a(t)$, $x(t))^{E} \leqslant \lambda(t), 0 \leqslant t \leqslant T$, and $(a, x(T)) \leqslant \lambda$ lead to correct constraints.
3. In addition to finite-dimensional and optimal control problems, there is a vast number of extremal problems connected with partial differential equations. We shall not discuss these, since they cannot be stated in as general a way as problems with ordinary differential equations. The methods considered below can nevertheless be readily applied to many concrete problems of this kind (in particular, to those discussed in [11, 44].

## 3. Classification of the methods

In the general form our problem is to minimize a real function $f(x)$ on some set $Q$ of real Banach space $E$. Most of the methods for solving this problem seem to fall readily into the following groups.

1. Methods of feasible directions

In these methods we obtain a minimizing sequence of points $x^{0}, \ldots$, $x^{n}, \ldots$, all of which belong to $Q$. The functional and constraints are approximated at each point, and the new point obtained by solving an auxiliary problem. This group includes the gradient projection, conditional gradient and Newton methods discussed in Section 5-7. There are other methods of this type, which are described for the particular case of mathematical programing in [7].
2. Methods of set approximation

In these the set $Q$ is approximated by a sequence of sets $Q_{n}$, for each of which the problem of minimizing $f(x)$ on $Q_{n}$ is solved. Generally speaking, it is not essential for $Q_{n} \subset Q$. Examples are the Ritz and cut-off etc. methods, discussed in Sections 8-10.
3. Methods of penalty functions

These methods amount in essence to reducing the constrained to an unconstrained extremal problem, by imposing a "penalty" on the initial functional for infringing the constraints. These methods are dealt with in Section 11.
4. Duality methods

We include in this group the methods in which an iterative process is found for selecting the linear functionals ("dual" variables), figuring in the necessary conditions for an extremum. We shall omit these methods here, since it has not yet proved possible to state them in a general enough form. Several methods of this type are described, as applied to finite-dimensional problems, in [12-14].

This classification is not conventional and naturally has defects. In particular, some of the methods used for concrete problems need stretching to fit into one particular category. Also, a method can sometimes be classified differently according to the point of view.

Other criteria can be used for classification. For instance, we can
group methods according to the highest order of functional derivative employed; e.g. the gradient projection method is of the first order and Newton's of the second. Further, we can call a method $k$-step if $k$ previous iterations are used to obtain the next. Most of the methods discussed here are one-step (Sections 4-7) or null-step (methods of penelty functions (Section 11) or Ritz methods (Section 9), while in the cut-off method all the previous iterations are used to obtain the next. We can also classify methods as stationary or non-stationary, according to whether the method of obtaining the $n$-th iteration depends on $n$ or not. Finally, we only consider discrete methods (i.e. those in which an iterational sequence $x^{n}$ is formed), though many have continuous analogues (i.e. we obtain a trajectory $x(t)$, described by a differential equation), The point is that, for the numerical realization of continuous methods, we find ourselves using finite-difference methods to solve the differential equations, i.e. in essence we move over to a discrete method. However, continuous methods can be used e.g. for solving problems on analogue computers.

## 4. Methods of finding an unconstrained extremum

It seems worth discussing the case of an unconstrained extremum separately, since, firstiy, rather more precise theorems can be proved here, and secondly, it is worth stating explicitly the methods whose analogues are used below for finding constrained extrema.

We shall only be concerned with one-step discrete methods, i.e. those in which an iterational sequence of the type

$$
\begin{equation*}
x^{n+1}=x^{n}-\alpha_{n} P_{n}\left(x^{n}\right), \quad \alpha_{n} \geqslant 0 \tag{4.1}
\end{equation*}
$$

is constructed.
We start with methods of the gradient type. We mean by this phrase that the direction of motion $P_{n}\left(x^{n}\right)$ is in some sense close to the gradient (see conditions (4.3), (4.4) in Theorem 4.1). Theorems 4.14.2 are an extension of the results of [15], where a gradient method in the strict sense of the word was investigated in Hilbert, space, i.e.

$$
\begin{equation*}
x^{n+1}=x^{n}-a_{n} f^{\prime}\left(x^{n}\right), \quad \alpha_{n} \geqslant 0 \tag{4.2}
\end{equation*}
$$

In finite-dimensional space the idea of this method goes back as far as Cauchy.

We shall not give the proofs here, since they follow the same lines
as in [15].
Theorem 4.1
Let $f(x)$ be bounded from below on $E: \inf _{x \in E} f(x)=f^{*}>-\infty$, and differentiable, with $f^{\prime}(x)$ satisfying a Lipschitz condition with constant $M$, and let

$$
\begin{gather*}
\left\|P_{n}(x)\right\| \leqslant K_{1}\left\|f^{\prime}(x)\right\|,  \tag{4.3}\\
\left(f^{\prime}(x), P_{n}(x)\right) \geqslant K_{2}\left\|f^{\prime}(x)\right\|^{2}, \quad K_{2}>0  \tag{4.4}\\
0<\varepsilon_{1} \leqslant \alpha_{n} \leqslant \frac{2 K_{2}}{M K_{1}}-\varepsilon_{2}, \quad \varepsilon_{2}>0 \tag{4.5}
\end{gather*}
$$

for all $n$. Then, whatever the $x^{0}$ in the method (4.1), we have $f\left(x^{n+1}\right) \leqslant$ $f\left(x^{n}\right), \lim _{n \rightarrow \infty} f^{\prime}\left(x^{n}\right)=0$. If, in addition, $f(x)$ is convex and $\{x: f(x) \leqslant$ $\left.f\left(x^{0}\right)\right\}$ bounded, then $\lim _{n \rightarrow \infty} f\left(x^{n}\right)=f^{*}$.

In particular, if $E$ is a Hilbert space and $P_{n}(x)=f^{\prime}(x)$, then conditions (4.3), (4.4) are satisfied for $K_{1}=K_{2}=1$, so that Theorem 4.1 gives the convergence conditions for the gradient method (4.2).

To ensure the existence of a minimum and convergence of the sequence $x^{n}$, extra restrictions must be imposed on $f(x)$.

Theorem 4.2
In addition to the conditions of Theorem 4.1, let

$$
\begin{equation*}
\left\|f^{\prime}(x)\right\|^{2} \geqslant \lambda\left[f(x)-f^{*}\right], \quad \lambda>0 \tag{4.6}
\end{equation*}
$$

Then the sequence (4.1) is convergent to the minimum at the rate of a geometric progression.

The conditions of the theorem only need to be satisfied in a neighbourhood of $x^{*}$. Notice also that condition (4.6) does not demand the convexity of $f(x)$ and does not guarantee uniqueness of the minimum. In essence, it merely means that, if the gradient is small at some point, then $f(x)$ is close to its minimum at this point. This condition cannot be extended to the case of a constrained extremum.

If we replace (4.6) by the stricter condition for strong convexity
and confine ourselves to method (4.2), a better estimate of the convergence rate can be obtained.

Theorem 4.3
Let $E$ be a Hilbert space, and $f(x)$ twice differentiable, where, for all $x, y$,

$$
\begin{equation*}
m(y, y) \leqslant\left(f^{\prime \prime}(x) y, y\right) \leqslant M(y, y), \quad m>0 \tag{4.7}
\end{equation*}
$$

Then, with $\alpha_{n} \equiv \alpha, 0<\alpha<2 / M$ in method (4.2) $\left\|x^{n}-x^{*}\right\| \leqslant$ $\left\|x^{0}-x^{*}\right\| q^{n}, \quad q=\max \{|1-\alpha M|,|1-\alpha m|\}, q$ is minimal and equal to $(M-m) /(M+m)$ for $a=2 /(M+m)$.

As above, the conditions of the theorem only need to be satisfied in a neighbourhood of $x^{*}$.

The gradient method is often suitable in problems where at first sight there appear to be restrictive equations. Let $E_{1}, E_{2}, E_{3}$ be Hilbert spaces, $x \in E_{1}, y \in E_{2}$; our problem amounts to minimizing $f(x, y)$ on condition that $P(x, y)=0, P$ is an operator from $E_{1} \times E_{2}$ into $E_{3}$. We shall assume that, given any fixed $x$, the equation $P(x, y)=0$ has a unique solution $y(x)$. Now, instead of solving the initial conditioned extremum problem, we can seek the unconstrained minimum of the function $\Phi(x)=f(x, y(x))$. There is no need at all to find the function $y(x)$ explicitly here. In fact, the gradient of the functional $\Phi(x)$ is $\Phi^{\prime}(x)=$ $f_{x}-\left[P_{y}\right]^{-1} P_{x}$. Hence, the gradient method has the form
$x^{n+1}=x^{n}-\alpha_{n}\left[f_{x}\left(x^{n}, y^{n}\right)-\left(P_{y}^{\prime}\left(x^{n}, y^{n}\right)\right)^{-1} P_{x}\left(x^{n}, y^{n}\right)\right], \quad y^{n+1}=y\left(x^{n \cdot+1}\right)$.

In other words, we only need to be able to find $y\left(x^{n+1}\right)$. This approach is well known, see e.g. [16]. In essence, we use it when, in the optimal control problem (1.1), (1.2) we take only the one independent variable $u(t)$, instead of the two $x(t), u(t)$ connected by equation (1.2).

Another important class of minimization methods includes those of Newton's type. Newton's method for minimizing $f(x)$ is

$$
\begin{equation*}
x^{n+1}=x^{n}-\left[f^{\prime \prime}\left(x^{n}\right)\right]^{-1} f^{\prime}\left(x^{n}\right) \tag{4.9}
\end{equation*}
$$

This method can be interpreted in two ways. Firstly, as the Newton's method for solving the equation $f^{\prime}(x)=0$. Hence all the conditions for convergence of method (4.9) (in particular. Theorem 4.4) can be obtained
from the familiar [2, 17] convergence conditions for Newton's method for solving equations. Secondly, if we approximate $f(x)$ by a quadratic functional at the point $x^{n} f\left(x^{n}\right)+\left(f^{\prime}\left(x^{n}\right), x-x^{n}\right)+1 / 2\left(f^{\prime \prime}\left(x^{n}\right)\left(x-x^{n}\right)\right.$, $x-x^{n}$ ), its minimum point will be the same as $x^{n+1}$ in (4.9). We shall use this interpretation when extending Newton's method to the case of constrained problems.

Theorem 4.4
Let condition (4.7) be satisfied, and in addition, let $f^{\prime \prime}(x)$ satisfy a Lipschitz condition with constant $R$. Then the sequence $x^{n}$ in method (4.9) is convergent to the minimum $x^{*}$ at the rate

$$
\left\|x^{n}-x^{*}\right\| \leqslant \frac{m}{2 R} \sum_{k=n}^{\infty} \delta^{2^{k}}, \text { where } \delta=\frac{2 R}{m} \| x^{1}-x^{0}!
$$

(assuming that $\delta<1$ ).
There are methods intermediate between the gradient and Newton's methods, when part of the dependences are approximated linearly, and part quadratically. For instance, when minimizing $\varphi(P(x))$, where $x \in E_{1}$, is a non-linear operator from $E_{1}$ to $E_{2}, \varphi(y)$ is a functional in $E_{2}$, we can approximate $\varphi(y)$ quadratically, and $P(x)$ linearly. We then obtain the method [18]

$$
\begin{equation*}
x^{n+1}=x^{n}-\left[P^{\prime *}\left(x^{n}\right) \varphi^{\prime \prime}\left(P\left(x^{n}\right)\right) P^{\prime}\left(x^{n}\right)\right]^{-1} P^{\prime *}\left(x^{n}\right) \varphi^{\prime}\left(P\left(x^{n}\right)\right) \tag{4.10}
\end{equation*}
$$

In the above problem of minimizing $f(x, y)$ under the condition $P(x, y)=0$, we can linearize $P(x, y)$ and approximate $f(x, y)$ quadratically. We then get the method

$$
\begin{equation*}
x^{n+1}=x^{n}-\left[f_{x x}+f_{v y}\left(P_{\nu} v^{-1} P_{x}\right)^{*} P_{y}^{-1} P_{x}-f_{x y} P_{y}-1 P_{x}\right]^{-1}\left(f_{y} P_{\nu}^{-1} f_{x}+f_{x}\right) \tag{4.11}
\end{equation*}
$$

But the convergence conditions for (4.11) are unknown.
We now illustrate the concrete form of the above methods for different examples. The convergence conditions for each follow from the above theorems and the properties of functionals given in Section 2.

1. When minimizing the finite-dimensional function $f(x)=f\left(x_{1}, \ldots, x_{n}\right)$ the gradient method (4.2) becomes

$$
\begin{equation*}
x_{i}^{n+1}=x_{i}^{n}-\alpha_{n} \frac{\partial f\left(x^{n}\right)}{\partial x_{i}}, \quad i=1, \ldots, m \tag{4.12}
\end{equation*}
$$

The more general methods

$$
\begin{equation*}
x_{i}^{n+1}=x_{i}^{n}-\alpha_{n}^{i} \frac{\partial f\left(x^{n}\right)}{\partial x_{i}}, \quad i=1, \ldots, m \tag{4.13}
\end{equation*}
$$

can be regarded as realizations of method (4.1). In Newton's method (4.9), $f^{\prime \prime}\left(x^{n}\right)$ is the matrix of second derivatives; at each step of this method, therefore, we have to find this matrix and solve a system of linear algebraic equations.
2. In the case of the optimal control problem (2.1), (2.2), the gradient method (4.2) becomes, in accordance with the expression (2.4) for the gradient

$$
\begin{gather*}
u^{n+1}(t)=u^{n}(t)-\alpha_{n}\left[F_{u}-\varphi_{u}^{*} \psi\right] \\
\frac{d \psi}{d t}=-\varphi_{x}^{*} \psi+F_{x}, \quad \psi(T)=-\Phi^{\prime}(x(T)) \tag{4.14}
\end{gather*}
$$

where all the quantities occurring here are evaluated on the trajectory corresponding to $u^{n}(t)$.

A more general method of the type (4.1) is obtained if the constants $\alpha_{n} \geqslant 0$ are replaced by the functions $\alpha_{n}(t) \geqslant 0$ in (4.14).

The method (4.14) seems to have been first applied by Stein [19] to the elementary variational problem; see also [15]. It was proposed for the general optimal control problem in [20-23]. Elementary theorems on convergence of this method are only to be found in [23]. It follows from Theorem 4.1 of the present paper that, if the conditions given in Section 2 are satisfied, in which the gradient of $f(u)$ exists and satisfies a Lipschitz condition, while $F(x, u, t) \geqslant \lambda_{1}$ and $\Phi(x) \geqslant \lambda_{2}$, then we have $f\left(u^{n+1}\right) \leqslant f\left(u^{n}\right)$ and $f^{\prime}\left(u^{n}\right) \rightarrow 0$. in method (4.14). Theorem 4.3 can be applied for the linear problem (2.1), (2.3), and a result obtained on the convergence of $u^{n}$ to the solution.

We now consider Newt on's method for the linear problem (2.1), (2.3). In accordance with expression (2.5) for $f^{\prime \prime}(u)$, at each step of Newton's method we have to minimize the quadratic functional

$$
\begin{align*}
f(\bar{u})=\int_{0}^{T}[ & \left(F_{x}, \bar{x}\right)+\left(F_{u}, \bar{u}\right)+\frac{1}{2}\left(F_{x x} \bar{x}, \bar{x}\right)+\left(F_{x u} \bar{x}, \bar{u}\right)+  \tag{4.15}\\
& \left.+\frac{1}{2}\left(F_{u u} \bar{u}, \bar{u}\right)\right] d t+\left(\Phi^{\prime}, \bar{x}(T)\right)+\frac{1}{2}\left(\Phi^{\prime \prime} \bar{x}(T), \bar{x}(T)\right)
\end{align*}
$$

where $d \bar{x} / d t=A x+B \bar{u}, \bar{x}(0)=0$.
Accordingly, Newton's method becomes

$$
\begin{equation*}
u^{n+1}(t)=u^{n}(t)+F_{u u^{-1}}\left(F_{u}-2 F_{x u} \bar{x}-B^{*} \psi\right), \tag{4.16}
\end{equation*}
$$

where $\bar{x}(t), \psi(t)$ is the solution of the linear boundary-value problem

$$
\begin{aligned}
& \frac{d \bar{x}}{d t}=A \bar{x}-B F_{u u^{-1}\left(F_{u}-2 F_{x u} \bar{x}-B^{*} \psi\right)}^{\frac{d \psi}{d t}=-A^{*} \psi+F_{x}+F_{x x} \bar{x}+F_{x u} F_{u u}-1\left(F_{u}-2 F_{x u} \bar{x}-B^{*} \psi\right)} \\
& \quad \bar{x}(0)=0, \quad \psi(T)=-\Phi^{\prime \prime} \bar{x}(T)
\end{aligned}
$$

Finally, the mixed method (4.11) for problem (1.1), (1.2) has the same form as (4.16), if $A$ and $B$ in (4.16) are replaced by $\Phi_{x}$ and $\varphi_{u}$ respectively.

Newton's method was proposed for the elementary variational problem in [19]; we are not aware of any previous application of it in the literature to the optimal control problem (method (4.15)).

## 5. Gradient projection method

We turn to methods for solving constrained problems.
The gradient projection method, for minimizing the differentiable functional $f(x)$ on a set $Q$ of Hilbert space $E$, amounts to forming the sequence

$$
\begin{equation*}
x^{n!1}=P_{Q}\left(x^{n}-u_{n} f^{\prime}\left(x^{n}\right)\right) \tag{5.1}
\end{equation*}
$$

where $P_{Q}$ is the operator of projection on to $Q$ (in other words, $y=P_{Q}(x)$ is given by $y \in Q,\|y-x\|=\inf _{Z \in Q}\|x-z\|$ ). If $Q=E$ (i.e. we have the unconstrained problem), method (5.1) is the same as the gradient method (4.2). A curious point is that the more general method (4.1) does not similarly extend to constrained problems. The necessary condition (1.2) for a minimum is satisfied at a stationary point of method (5.1).

A general theorem on the convergence of this method is

Theorem 5.1
Let 0 be a bounded closed convex set of Hilbert space 7, $f(x)$ a functional differentiable on $Q$, where $f^{\prime}(\gamma)$ satisfies a Lipschitz condition with constant 4 , and $0<\varepsilon_{1} \leqslant \alpha_{n} \leqslant 2 /\left(M+2 \varepsilon_{2}\right), \varepsilon_{2}>0$. Then sequence (5.1) has the following properties:
(1) $f\left(x^{n}\right)$ is monotonically decreasing and $\lim _{n \rightarrow \infty}\left\|x^{n+1}-x^{n}\right\|=0$;
(2) if $f(x)$ is convex, then

$$
\lim _{n \rightarrow \infty} f\left(x^{n}\right)=f^{*}=\inf _{x \in Q} f(x)
$$

where $f\left(x^{n}\right)-f^{*} \leqslant c / n$, and a subsequence of $x^{n}$ exists, weakly convergent to the minimum $x^{*}$;
(3) if $f(x)$ is strictly convex or $Q$ is strictiy convex, while $f^{\prime}(x) \neq 0$ on $Q$, then $x^{n}$ is weakly convergent to the (unique) minimum $x^{*}$;
(4) if $f(x)$ is uniformly convex or 0 is uniformly convex, while $f^{\prime}(x) \neq 0$ on $Q$, then $x^{n}$ is strongly convergent to $x^{*}$;
(5) if $f(x)$ is twice differentiable, where $m\|y\|^{2} \leqslant\left(f^{\prime \prime}(x) y, y\right) \leqslant$ $M\|y\|^{2}, m>0$ for all $x \in 0$ and all $y$, then, with $\alpha_{n}=\alpha, 0<\alpha<$ $2 / M$, sequence (5.1) is convergent to $x^{*}$ at the rate of a geometric progression: $\left\|x^{n}-x^{*}\right\| \leqslant C\left(x^{0}, e\right)(q+\varepsilon)^{n}$, where $q=\max \{|1-\alpha m|$, $|1-\alpha M|\}, 0 \leqslant q<1, \varepsilon>0$ is arbitrary, $q$ is minimal and equal to $(M-m) /(M+m)$ for $\alpha=2 /(M+m)$.

Proof. We notice first that, since? is convex and closed, the operator $P_{Q}(x)$ is uniquely defined for all $x$. Further,

$$
\begin{gathered}
f\left(x^{n+1}\right)-f\left(x^{n}\right)=\left(f^{\prime}\left(x^{n}\right), x^{n+1}-x^{n}\right)+\int_{0}^{1}\left(f^{\prime}\left(x^{n}+\tau\left(x^{n+1}-x^{n}\right)\right)-\right. \\
\left.-f^{\prime}\left(x^{n}\right), x^{n+1}-x^{n}\right) d \tau \leqslant\left(f^{\prime}\left(x^{n}\right), x^{n+1}-x^{n}\right)+\int_{0}^{1} \| f^{\prime}\left(x^{n}+\tau\left(x^{n+1}-x^{n}\right)\right)- \\
-f^{\prime}\left(x^{n}\right)\| \| x^{n+1}-x^{n}\left\|d \tau \leqslant\left(f^{\prime}\left(x^{n}\right), x^{n+1}-x^{n}\right)+\frac{M}{2}\right\| x^{n+1}-x^{n} \|^{2}= \\
=-\frac{1}{a_{n}}\left(x^{n}-\alpha_{n} f^{\prime}\left(x^{n}\right)-x^{n+1}, x^{n+1}-x^{n}\right)-\frac{1}{\alpha_{n}}\left\|x^{n+1}-x^{n}\right\|^{2}+
\end{gathered}
$$

$$
+\frac{M}{2}\left\|x^{n+1}-x^{n}\right\|^{2} \leqslant\left(-\frac{1}{\alpha_{n}}+\frac{M}{2}\right)\left\|x^{n+1}-x^{n}\right\|^{2} \leqslant-\varepsilon_{2}\left\|x^{n+1}-x^{n}\right\|^{2} \leqslant 0
$$

(Here, we have used the fact that $\left(x-P_{Q}(x), y-P_{Q}(x)\right) \leqslant 0$ for all $y \in Q$. Thus $f\left(x^{n}\right)$ is monotonically decreasing. Since the boundedness of $Q$ and the Lipschitz condition on $f^{\prime}(x)$ imply that $f(x)$ is bounded from below on $Q$, we have $\lim f\left(x^{n}\right)$ exists, so that $\left\|x^{n+1}-x^{n}\right\|^{2} \leqslant\left[f\left(x^{n}\right)-\right.$ $\left.f\left(x^{n+1}\right)\right] / \varepsilon_{2} \rightarrow 0$ as $\stackrel{n \rightarrow \infty}{n \rightarrow \infty} \infty$ :

Further, if $f(x)$ is convex, a minimum $x^{*}$ must exist, $f\left(x^{*}\right)=f^{*}$. Since $f(x)$ is convex,

$$
\begin{aligned}
& 0 \leqslant f\left(x^{n}\right)-f^{*} \leqslant\left(f^{\prime}\left(x^{n}\right), x^{n}-x^{*}\right)=\left(f^{\prime}\left(x^{n}\right), x^{n}-x^{n+1}\right)+ \\
& +\frac{1}{\alpha_{n}}\left(x^{n}-\alpha_{n} f^{\prime}\left(x^{n}\right)-x^{n+1}, x^{*}-x^{n+1}\right)-\frac{1}{\alpha_{n}}\left(x^{n}-x^{n+1}, x^{*}-x^{n+1}\right) \leqslant \\
& \leqslant\left\|f^{\prime}\left(x^{n}\right)\right\|\left\|x^{n+1}-x^{n}\right\|+\frac{1}{\alpha_{n}}\left\|x^{n+1}-x^{n}\right\|\left\|x^{*}-x^{n+1}\right\| \leqslant \\
& \leqslant\left(\left\|f^{\prime}\left(x^{n}\right)\right\|+\frac{1}{\varepsilon_{1}}\left\|x^{*}-x^{n+1}\right\|\right)\left\|x^{n+1}-x^{n}\right\| .
\end{aligned}
$$

Since the expression in brackets is bounded, and $\left\|x^{n+1}-x^{n}\right\| \rightarrow 0$ by what has been proved, we have $f\left(x^{n}\right) \rightarrow f^{*}$ as $n \rightarrow \infty$. We now consider the rate of convergence. Let $\varphi_{n}=f\left(x^{n}\right)-f^{*}$. From the last inequality, $\varphi_{n} \leqslant \lambda\left\|x^{n}-x^{n+1}\right\|$, while we found above that $\varphi_{n}-\varphi_{n+1} \geqslant \varepsilon_{2} \| x^{n}-$ $x^{n+1} \|^{2}$. Hence $\varphi_{n}-\varphi_{n+1} \geqslant \rho \varphi_{n}{ }^{2}$. We consider the numerical sequence $p_{n+1}=p_{n}-\rho p_{n}^{2}$. If $p_{0}$ is small, we know [24] that $p_{n} \leqslant c / n$. But, if $\varphi_{n} \leqslant p_{n}$ and $\varphi_{n}$ is small, then $\varphi_{n+1} \leqslant \varphi_{n}-\rho \varphi_{n}^{2} \leqslant p_{n+1}$. Since, by what has been proved, $\lim _{n \rightarrow \infty} \varphi_{n}=0$, then $\varphi_{n} \leqslant p_{n} \leqslant c / n$ for all reasonably large $n$. The last part of the second assertion of the theorem, and also assertions 3 and 4, follow from Theorems 1.4-1.6.

## Finally

$$
\begin{aligned}
&\left\|x^{n}-x^{n+1}\right\|^{2}=\left(x^{n}-\alpha f^{\prime}\left(x^{n}\right)-x^{n+1}, x^{n}-x^{n+1}\right)+ \\
&+\alpha\left(f^{\prime}\left(x^{n}\right), x^{n}-x^{n+1}\right) \leqslant \alpha\left(f^{\prime}\left(x^{n}\right), x^{n}-x^{n+1}\right)= \\
&=\alpha\left(f^{\prime}\left(x^{n-1}\right)+A\left(x^{n}-x^{n-1}\right)+r, x^{n}-x^{n+1}\right)
\end{aligned}
$$

Here, $A=f^{\prime \prime}\left(x^{n-1}\right), r=f^{\prime}\left(x^{n}\right)-f^{\prime}\left(x^{n-1}\right)-f^{\prime \prime}\left(x^{n-1}\right) \quad\left(x^{n}-x^{n-1}\right),\|r\|=$ $o\left(\left\|x^{n}-x^{n-1}\right\|\right), I$ is the unit operator. Thus,

$$
\begin{aligned}
& i x^{n}-x^{n+1} \|^{2} \leqslant\left(x^{n-1}-\alpha f^{\prime}\left(x^{n-1}\right)-x^{n}, x^{n+1}-x^{n}\right)+ \\
& \quad+\left((I-\alpha A)\left(x^{n}-x^{n-1}\right), x^{n+1}-x^{n}\right)+\alpha\left(r, x^{n}-x^{n+1}\right) \leqslant \\
& \quad \leqslant\left(\|I-\alpha A\|\left\|x^{n}-x^{n-1}\right\|+\|r\|\right)\left\|x^{n+1}-x^{n}\right\| \leqslant \\
& \leqslant\left(\max _{m \leqslant \lambda \leqslant M}|1-\alpha \lambda|\left\|x^{n}-x^{n-1}\right\|+\|r\|\right)\left\|x^{n+1}-x^{n}\right\| \leqslant \\
& \quad \leqslant\left(q\left\|x^{n}-x^{n-1}\right\|+\|r\|\right)\left\|x^{n+1}-x^{n}\right\| .
\end{aligned}
$$

Hence

$$
\left\|x^{n}-x^{n+1}\right\| \leqslant q\left\|x^{n}-x^{n-1}\right\|+\|r\|=\left(q+\delta_{n}\right)\left\|x^{n}-x^{n-1}\right\|
$$

where $\delta_{n}=\|r\| /\left\|x^{n}-x^{n-1}\right\| \rightarrow 0$ as $n \rightarrow \infty$ (since $\left\|x^{n}-x^{n-1}\right\| \rightarrow 0$ ), which proves the last assertion of the theorem.

Votes. 1. The assumption in (4) and (5) of Theorem 5.1 that ? is bounded is superfluous.
2. In (5), it is sufficient to require that the functional be strongly convex and uniquely differentiable. We have confined ourselves to the case of a twice differentiable functional since this simplifies the proof and enables a better estimate of the convergence rate to be given.
3. In the case of unconstrained minimization, method (5.1) is the same as (4.2), and (5) of Theorem 5.1 becomes similar to Theorem 4.3.
4. The estimate of the convergence rate in (2) cannot be improved.
5. While the present paper was in the press, [25] appeared, in which the same method is considered and similar results obtained; but no convergence rate estimate was given.

We now see what aspect the gradient projection method takes on in various concrete problems. We shall not write down its convergence conditions in each case, since they can be obtained from Theorem 5.1 and the properties of functionals and sets described in Section 2. Notice that many of the methods described below have been used in computational practice, though their convergence has not been proved.

1. The finite-dimensional problem min $f(x), x=\left(x_{1}, \ldots, x_{m}\right)$, under the constraints $a_{i} \leqslant x_{i} \leqslant b_{i}, i=1, \ldots, m$. Method (5.1) becomes

$$
x_{i}^{n+1}=\left\{\begin{array}{lll}
a_{i} . & \text { if } & x_{i}^{n}-\alpha_{n} \frac{\partial f}{\partial x_{i}} \leqslant a_{i} ;  \tag{5.2}\\
x_{i}^{n}-\alpha_{n} \frac{\partial f}{\partial x_{i}}, & \text { if } & a_{i}<x_{i}^{n}-\alpha_{n} \frac{\partial f}{\partial x_{i}}<b_{i} ; \\
b_{i}, & \text { if } & x_{i}^{n}-\alpha_{n} \frac{\partial f}{\partial x_{i}} \geqslant b_{i} .
\end{array}\right.
$$

2. The problem of non-linear programming with linear restrictions: $\min f(x), x=\left(x_{1}, \ldots, x_{m}\right)$, under the constraints $A x \leqslant b, b \in E_{r}, A$ is an $m \times r$ matrix. Here, at each step of method (5.1), we have to solve the problem of quadratic programming

$$
\min _{A x \leqslant b}\left\|x^{n}-\alpha_{n} f^{\prime}\left(x^{n}\right)-x\right\|^{2} .
$$

Notice that Rosen's gradient projection method [26] differs from the present (e.g. the points $x^{n}$ and $x^{n+1}$ do not need to lie on one face of the polyhedron, as in Rosen's method).
3. The problem of $\min f(x)$ under the constraints $4 x=b$, where $x \in E_{1}$, $b \models E_{2}, E_{1}, E_{2}$ are Hilbert spaces, $A$ is a non-degenerate (1.e. $A E_{1}=E_{2}$ ) bounded linear operator from $E_{1}$ onto $E_{2}$. Method (5.1) now becomes

$$
\begin{equation*}
x^{n+1}=x^{n}-\alpha_{n} f^{\prime}\left(x^{n}\right)-A^{*}\left(A A^{*}\right)^{-1} A\left(x^{n}-\alpha_{n} f^{\prime}\left(x^{n}\right)\right) \tag{5.3}
\end{equation*}
$$

Incidentally, (5.3) can also be regarded as a gradient method for an unconstrained extremum, if we regard the subspace $4 x=0$ as an independent Hilbert space. If, in particular, the constraints are specified by means of a finite number of linear functionals $\left(c_{i}, x\right)=\beta_{i}, i=1, \ldots, m$, where $c_{1}, \ldots, c_{m}$ are linearly independent, then method (5.3) becomes

$$
\begin{equation*}
x^{n+1}=x^{n}-\alpha_{n}\left[f^{\prime}\left(x^{n}\right)+\sum_{i=1}^{m} \lambda_{i} c_{i}\right], \quad\left(c_{i}, x^{0}\right)=\beta_{i}, \quad i=1, \ldots, m \tag{5.4}
\end{equation*}
$$

where the $\lambda_{i}$ satisfy the system of linear algebraic equations

$$
\sum_{i=1}^{m} \lambda_{i}\left(c_{i}, c_{j}\right)=-\left(c_{j}, f^{\prime}\left(x^{n}\right)\right), \quad j=1, \ldots, m
$$

In particular, in the linear optimal control problem (2.1), (2.3) with fixed values of $x(T)=d$ (we can naturally assume $\Phi \equiv 0$ here), the condition $x(T)=d$ is equivalent to specifying the values of $m$ linear functionals of $u$. Hence method (5.1) becomes

$$
\begin{equation*}
u^{n+1}(t)=u^{n}(t)-a_{n}\left(F_{u}-B^{*} \psi\right) \tag{5.5}
\end{equation*}
$$

where $\psi(t)$ is the solution of the linear boundary-value problem

$$
\frac{d \psi}{d t}=-A^{*} \psi+F_{x}, \quad \frac{d \bar{x}}{d t}=A \bar{x}+B\left(F_{u}-B^{*} \psi\right), \quad \bar{x}(0)=\bar{x}(T)=0,
$$

and the condition $x^{0}(T)=d$ has to be satisfied for $u^{0}(t)$.
4. For the problem min $f(x)$ under the constraint $g(x) \leqslant 0$, where $f$, $g$ are convex differentiable functionals in Hilbert space, method (5.1) becomas

$$
x^{n+1}=\left\{\begin{array}{cll}
x^{n}-\alpha_{n} f^{\prime}\left(x^{n}\right), & \text { if } & g\left(x^{n}-\alpha_{n} f^{\prime}\left(x^{n}\right)\right) \leqslant 0  \tag{5.6}\\
\bar{x}, & \text { if } & g\left(x^{n}-\alpha_{n} f^{\prime}\left(x^{n}\right)\right)>0
\end{array}\right.
$$

where $\bar{x}$ is found from the conditions

$$
x^{n}-\alpha f^{\prime}\left(x^{n}\right)-\bar{x}=\lambda g^{\prime}(\bar{x}), \quad \lambda \geqslant 0, \quad g(\bar{x})=0
$$

For instance, if the restriction $g(x) \leqslant 0$ is linear, $(c, x) \leqslant \beta$, then $\bar{x}=x^{n}-\alpha^{n} f^{\prime}\left(x^{n}\right)-\lambda c$, where $\lambda$ is obtained from the condition $(c, \bar{x})=\beta$. If the constraint $g(x) \leqslant 0$ has the form $\|x\| \leqslant \beta$, then $\bar{x}=\beta\left[x^{n}-\right.$ $\left.\alpha_{n} f^{\prime}\left(x^{n}\right)\right]:\left\|x^{n}-\alpha_{n} f^{\prime}\left(x^{n}\right)\right\|$. Method (5.6) can be used for the optimal control problem in which one of the following constraints is present:

$$
(c, x(T)) \leqslant \beta, \quad \int_{0}^{T}(c(t), u(t)) d t \leqslant \beta, \quad \int_{0}^{T}\|u(t)\|_{E_{r}}^{2} d t \leqslant \beta
$$

or, more generally,

$$
g(x(T)) \leqslant 0 . \quad \int_{0}^{T} g(u(t)) d t \leqslant 0
$$

In the case of several differentiable constraints $g_{i}(x) \leqslant 0$ we have to solve, at each step of method (5.1), a finite-dimensional problem of mathematical programming (quadratic programming if the $g_{i}(x)$ are linear).
5. The optimal control problem (2.1), (2.2) under the constraint $u(t) \in M$, for almost all $0 \leqslant t \leqslant T$, where $M_{t}$ is a convex closed set of $E r$ for all $t$, can be solved by method (5.1) in the form

$$
\begin{equation*}
u^{n+1}(t)=u^{n}(t)-P_{M_{t}}\left(u^{n}(t)-a_{n} f^{\prime}\left(u^{n}\right)\right) \tag{5.7}
\end{equation*}
$$

where $f^{\prime}(u)$ is given by (2.4), while $P_{M_{t}}$ is the operator of projection
onto $Y_{t}$ in $E_{r}$ (for each $t$ ). In particular, if the constraints are $a_{i}(t) \leqslant u_{i}(t) \leqslant b_{i}(t), i=1, \ldots, r$, then

$$
\left[P_{M_{t}}(u(t))\right]_{i}=\left\{\begin{array}{ccl}
a_{i}(t), & \text { if } & u_{i}(t) \leqslant a_{i}(t)  \tag{5.8}\\
u_{i}(t), & \text { if } & a_{i}(t)<u_{i}(t)<b_{i}(t) ; \\
b_{i}(t), & \text { if } & u_{i}(t) \geqslant b_{i}(t)
\end{array}\right.
$$

6. Let $?_{1}, ?_{2}$ be closed convex sets in Hilbert space, $Q_{1}$ being bounded. Then there exist $x^{*} \in Q_{1}, y^{*} \in Q_{2}$, such that

$$
\left\|x^{*}-y^{*}\right\|=\rho\left(Q_{1}, Q_{2}\right)=\inf _{x \in Q_{1}, y \in Q_{2}}\|x-y\|
$$

i.e. $x^{*}=P_{Q_{1}}\left(y^{*}\right), y^{*}=P_{Q_{2}}\left(x^{*}\right)$. If $Q_{1}$ or $Q_{2}$ is strictly convex, while $Q_{1} \cap Q_{2}=\varphi$, then $x^{*}, y^{*}$ are unique. The problem of finding $x^{*}, y^{*}$ is equivalent to the problem of minimizing

$$
f(x)=\rho^{2}\left(x, Q_{2}\right)=\left\|x-P_{Q_{2}}(x)\right\|^{2}=\inf _{y \in Q_{2}}\|x-y\|^{2} \text { на } Q_{1} .
$$

We consider the gradient projection method for this last problem. It can be shown that $f(x)$ is differentiable, $f^{\prime}(x)=2\left(x-P_{Q_{2}}(x)\right), f^{\prime}(x)$ satisfies a Lipschitz condition with constant 2. Applying method 5.1 with $\alpha_{n} \equiv 1 / 2$ we get

$$
\begin{equation*}
x^{n+1}=P_{Q_{1}}\left(P_{Q_{2}}\left(x^{n}\right)\right) \tag{5.9}
\end{equation*}
$$

Thus the method amounts to successive projection onto $O_{2}$ and $Q_{1}$. Since $f(x)$ is convex, we find from (2) of Theorem 5.1 that, for (5.9),

$$
\lim _{n \rightarrow \infty}\left\|x^{n}-P_{Q_{2}}\left(x^{n}\right)\right\|=\left\|x^{*}-y^{*}\right\|
$$

If $Q_{1}$ or $Q_{2}$ is strictly convex, while $Q_{1} \cap Q_{2}=\varphi$, we can apply (3) of Theorem 5.1, so that $x^{n} \xrightarrow[\rightarrow]{\text { st }} x^{*}, P_{Q_{2}}\left(x^{n}\right) \xrightarrow{\text { st }} y^{*}$. Finally, if $Q_{1}$ or $Q_{2}$ is uniformly convex, and $Q_{1} \cap Q_{2}=\varphi$, the strong convergence of method (5.9) will follow from (4) of Theorem 5.1.

## 6. Conditional gradient method

The essence of this method for minimizing a functional $f(x)$ on a set $Q$ is as follows: we linearize $f(x)$ at the point $x^{n}$ at each step, solve the auxiliary linear problem of minimizing $\left(f^{\prime}\left(x^{n}\right), x\right)$ on $Q$, and determine the minimum $\bar{x}^{n}$ in this problem from the direction of the movement
to obtain the next approximation. Thus,

$$
\begin{gather*}
\left(f^{\prime}\left(x^{n}\right), \bar{x}^{n}\right) \leqslant\left(f^{\prime}\left(x^{n}\right), x\right) \text { for all } x \in Q, \bar{x}^{n} \in Q  \tag{6.1}\\
x^{n+1}=x^{n}+\alpha_{n}\left(\bar{x}^{n}-x^{n}\right), 0 \leqslant \alpha_{n} \leqslant 1 \tag{6.2}
\end{gather*}
$$

Theorem 6.1
Let $Q$ be a bounded closed convex set in reflexive space $E, f(x)$ be differentiable on $Q$, where $f^{\prime}(x)$ satisfies a Lioschitz condition with constant $M$, and let $\alpha_{n}=\min \left\{1, \gamma_{n}\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right) /\left\|x^{n}-\bar{x}^{n}\right\|^{2}\right\}$, where $\bar{x}^{n}$ is defined in (6.1), and $0<\varepsilon_{1} \leqslant Y_{n} \leqslant\left(2-\varepsilon_{2}\right) / M, \varepsilon_{2}>0$. Then the sequence (5.2) has the following properties:
(1) $f\left(x^{n}\right)$ is monotonically decreasing and $\lim _{n \rightarrow \infty}\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)=0$;
(2) if $f(x)$ is convex, then $\lim _{n \rightarrow \infty} f\left(x^{n}\right)=f^{*}=\inf _{x \in Q} f(x)$, where $f\left(x^{n}\right)-$ $f^{*} \leqslant c / n$, and a subsequence $x^{n}$ exists, weakly convergent to the minimum $x^{*}$;
(3) if $f(x)$ is strictly convex or $Q$ strictly convex, while $f^{\prime}(x) \neq 0$ on $Q$, then $x^{n}$ is weakly convergent to the (unique) minimum $x^{*}$;
(4) if $f(x)$ is uniformly convex or $Q$ uniformly convex, while $f^{\prime}(x) \neq 0$ on $Q_{\text {, then }} x^{n}$ is strongly convergent to $x^{*}$;
(5) if $f(x)$ is convex and $\left\|f^{\prime}(x)\right\| \geqslant \varepsilon>0$ on $Q$, while $Q$ is strongly convex, then $x^{n}$ is convergent to $x^{*}$ at the rate of a geometric progression.

Proof. We observe first that, by Theorems 1.2, 1.3, the point $\bar{x}^{n}$ in (6.1) exists (and is unique, if $Q$ is strictiy convex).

Just as in the proof of Theorem 5.1, we get

$$
\begin{aligned}
& \begin{aligned}
& f\left(x^{n+1}\right)-f\left(x^{n}\right) \leqslant\left(f^{\prime}\left(x^{n}\right), x^{n+1}-x^{n}\right)+\frac{M}{2}\left\|x^{n+1}-x^{n}\right\|^{2}= \\
&=-\alpha_{n}\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)+\frac{M \alpha_{n}^{2}}{2}\left\|x^{n}-\bar{x}^{n}\right\|^{2} \\
& \text { If } 1 \leqslant \gamma_{n}\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right) /\left\|x^{n}-\bar{x}^{n}\right\|^{2}, \text { then } \alpha_{n}=1 \text { and }
\end{aligned} \\
& f\left(x^{n+1}\right)-f\left(x^{n}\right) \leqslant-\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)+\frac{M}{2}\left\|x^{n}-\bar{x}^{n}\right\|^{2}=
\end{aligned}
$$

$$
\begin{aligned}
& =\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)\left(\frac{M}{2} \frac{\left\|x^{n}-\bar{x}^{n}\right\|^{2}}{\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)}-1\right) \leqslant \\
& \leqslant\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)\left(\frac{M \gamma_{n}}{2}-1\right) \leqslant-\frac{\varepsilon_{2}}{2}\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right) .
\end{aligned}
$$

If $1 \geqslant \gamma_{n}\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right) /\left\|x^{n}-\bar{x}^{n}\right\|^{2}$, then

$$
\begin{gathered}
\alpha_{n}=\gamma_{n} \frac{\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)}{\left\|x^{n}-\bar{x}^{n}\right\|^{2}}, \quad f\left(x^{n+1}\right)-f\left(x^{n}\right) \leqslant-\frac{\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)^{2}}{\left\|x^{n}-\bar{x}^{n}\right\|^{2}}+ \\
+\frac{M \gamma_{n}^{2}}{2} \frac{\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)^{2}}{\left\|x^{n}-\bar{x}^{n}\right\|^{2}} \leqslant-\frac{\varepsilon_{1}}{2} \frac{\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)^{2}}{\left\|x^{n}-\bar{x}^{n}\right\|^{2}} \leqslant 0 .
\end{gathered}
$$

In both cases, $f\left(x^{n+1}\right) \leqslant f\left(x^{n}\right)$, i.e. $f\left(x^{n}\right)$ is monotonically decreasing. Since $f(x)$ is bounded from below on ? (by virtue of the Lipschitz condition on $f^{\prime}(x)$ and the boundedness of $Q$ ), there exists $\lim f\left(x^{n}\right)$, i.e. $\delta_{n}=f\left(x^{n}\right)-f\left(x^{n+1}\right) \rightarrow 0$ as $n \rightarrow \infty$. But $\left(f^{\prime}\left(x^{n}\right), \dot{x}^{n}-\bar{x}^{n}\right) \leqslant 2 \delta_{n} / \varepsilon_{2}$ in the first case and $\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right) \leqslant\left(2 \delta_{n} R^{2} / \varepsilon_{2}\right)^{1 / 2}$ in the second $\left(R=\sup _{x, y \in Q}\|x-y\|\right)$. Hence, in both cases, $\lim _{n \rightarrow \infty}\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)=0$.
Further, if $f(x)$ is convex, there exists $x^{*}, f\left(x^{*}\right)=f^{*}$ and $0 \leqslant f\left(x^{n}\right)-$ $f^{*} \leqslant\left(f^{\prime}\left(x^{n}\right), x^{n}-x^{*}\right)=\left(f^{\prime}\left(x^{n}, x^{n}-\bar{x}^{n}\right)+\left(f^{\prime}\left(x^{n}\right), \bar{x}^{n}-x^{*}\right) \leqslant\right.$ ( $\left.f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)$. It now follows that $\lim _{n \rightarrow \infty}\left(f\left(x^{n}\right)-f^{*}\right)=0$. We estimate the rate of convergence. Let $f\left(x^{n}\right)-f^{*}=\varphi_{n}$, when $\delta_{n}=\varphi_{n}-\varphi_{n+1}$. As was shown above, $\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right) \leqslant \max \left\{2\left(\varphi_{n}-\varphi_{n+1}\right) / \varepsilon_{2}, K\left(\varphi_{n} \cdots \cdots\right.\right.$ $\left.\left.\varphi_{n+1}\right)^{1 / 2}\right\} \leqslant K\left(\varphi_{n}-\varphi_{n+1}\right)^{1 / 2}$ for large $n$. On the other hand (see above), $\varphi_{n} \leqslant\left(f^{\prime}\left(x^{n}\right), \quad x^{n}-\bar{x}^{n}\right)$. Combining these inequalities, we get $\varphi_{n}^{2} \leqslant$ $K^{2}\left(\varphi_{n}-\varphi_{n+1}\right)$, i.e. $\varphi_{n+1} \leqslant \varphi_{n}-\varphi_{n}^{2} / K^{2}$. Hence we obtain, as in the proof of Theorem 5.1, $\Phi_{n} \leqslant c / n$. The final assertion of (2) of Theorem 6.1, and also (3) and (4), follow from the general Theorems 1.4-1.6 on minimizing sequences.

We turn to the proof of (5). Using the strong convexity of 9 , we get

$$
\begin{aligned}
& -\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)=2\left(f^{\prime}\left(x^{n}\right), \frac{x^{n}+\bar{x}^{n}}{2}-\lambda \frac{f^{\prime}\left(x^{n}\right)}{\left\|f^{\prime}\left(x^{n}\right)\right\|}\left\|\bar{x}^{n}-x^{n}\right\|^{2}\right)+ \\
& \quad+2\left(f^{\prime}\left(x^{n}\right), \lambda \frac{f^{\prime}\left(x^{n}\right)}{\left\|f^{\prime}\left(x^{n}\right)\right\|}\left\|x^{n}-\bar{x}^{n}\right\|^{2}-x^{n}\right) \geqslant 2\left(f^{\prime}\left(x^{n}\right), \bar{x}^{n}\right)+ \\
& \quad+2 \lambda\left\|f^{\prime}\left(x^{n}\right)\right\|\left\|\bar{x}^{n}-x^{n}\right\|^{2}-2\left(f^{\prime}\left(x^{n}\right), x^{n}\right) \geqslant 2\left(f^{\prime}\left(x^{n}\right), \bar{x}^{n}-x^{n}\right)+ \\
& \quad+2 \lambda \varepsilon\left\|x^{n}-\bar{x}^{n}\right\|^{2} .
\end{aligned}
$$

Hence $\quad\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right) \geqslant 2 \lambda \varepsilon\left\|\bar{x}^{n}-x^{n}\right\|^{2}$.
Let $\alpha_{n}=1$. By what has been proved, $\varphi_{n}-\varphi_{n+1} \geqslant\left(\varepsilon_{2} / 2\right)\left(f^{\prime}\left(x^{n}\right), x^{n}-\right.$ $\left.\bar{x}^{n}\right) \geqslant\left(\varepsilon_{2} / 2\right) \varphi_{n}$, i.e. $\varphi_{n+1} \leqslant\left(1-\varepsilon_{2} / 2\right) \varphi_{n}$.

If $\alpha_{n}<1$, then
$\varphi_{n}-\varphi_{n+1} \geqslant \frac{\varepsilon_{2}}{2} \frac{\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right)}{\left\|x^{n}-\bar{x}^{n}\right\|^{2}} \geqslant \lambda \varepsilon \varepsilon_{2}\left(f^{\prime}\left(x^{n}\right), x^{n}-\bar{x}^{n}\right) \geqslant \lambda \varepsilon \varepsilon_{2} \varphi_{n}$,
1.e. $\varphi_{n+1} \leqslant\left(1-\lambda \varepsilon \varepsilon_{2}\right) \varphi_{n}$.

In both cases, therefore, $\varphi_{n+1} \leqslant q \varphi_{n}, q=\max \left\{\left(1-\varepsilon_{2} / 2\right),(1-\right.$
$\lambda \varepsilon \varepsilon_{2}$ ) $\}<$. Hence, $\varphi_{n} \leqslant \varphi_{0} q^{n}$. But (Theorem 1.6) $\varphi_{n} \geqslant \gamma\left\|x^{n}-x_{.}^{*}\right\|^{2}$, so that $\left\|x^{n}-x^{*}\right\| \leqslant\left(\varphi_{0} / \gamma\right)^{1 / 2} q^{n / 2}$, which completes the proof.

Notes. 1. The asymptotic formulae $\varphi_{n}=O(1 / n)$ in (2) of Theorem 6.1 cannot be improved without extra assumptions about $Q$ (even if we demand strong convexity of the functional).
2. Method (6.2) was discussed in the general form in [27], but none of the above convergence rate estimates were given. In addition, the coefficient $\alpha_{n}$ is defined in [27] as in the method of steepest descent, and not as in Theorem 6.1; some unnecessary restrictions are also imposed on $f(x)$ and $Q$.
3. A whole group of methods, intermediate between the gradient projection and the conditional gradient methods, is considered in [28] (without proof of convergence).

We now examine the aspect of the conditional gradient method for various concrete problems, without dwelling on the convergence conditions, which are readily obtained from the above results.

1. The problem of non-linear programing with linear constraints: $\min f(x), A x \leqslant b, x \in E_{m}, b \in E_{r}$, where $A$ is an $m \times r$ matrix. To determine $\bar{x}^{n}$ at each step we have to solve the auxiliary problem of linear programing: min $\left(f^{\prime}\left(x^{n}\right), x\right), A x \leqslant b$. Method (6.2) was proposed in this form in [29], and statements (1) and (2) of Theorem 6.1 proved for this case.
2. For the restriction $\|x\| \leqslant \rho$ in Hilbert space $\left\|\bar{x}^{n}\right\|=-\rho f^{\prime}\left(x^{n}\right) /$ $\left\|f^{\prime}\left(x^{n}\right)\right\|$, so that method (6.2) becomes

$$
\begin{equation*}
x^{n+1}=x^{n}-\alpha_{n}\left(\rho \frac{f^{\prime}\left(x^{n}\right)}{\left\|f^{\prime}\left(x^{n}\right)\right\|}+x^{n}\right) \tag{6.3}
\end{equation*}
$$

It is easily shown that, as $p \rightarrow \infty$, the method approximates to the ordinary gradient method (4.2) for an unconstrained extremum. The method can be applied in this form both in the finite-dimensional case (constraint $\left(\sum_{i=1}^{m} x_{i}{ }^{2}\right)^{1 / 2} \leqslant \rho$ ), and in optimal control problems (constraint

$$
\left.\left(\int_{0}^{r} \sum_{i=1}^{r} u_{i}{ }^{2}(t) d t\right)^{1 / 2} \leqslant \rho .\right)
$$

3. For optimal control problems (2.1), (2.2) with constraints of the type $u(t) \in M_{t}$ for almost all $0 \leqslant t \leqslant T, M_{t}$ is a bounded closed convex set of $E^{r}$ for all $t$, method (6.2) becomes

$$
\begin{equation*}
u^{n+1}(t)=u^{n}(t)+\alpha_{n}\left(\bar{u}^{n}(t)-u^{n}(t)\right) \tag{6.4}
\end{equation*}
$$

Where $\bar{u}^{n}(t)$ at each instant $t$ realizes on $M_{t}$ a minimum with respect to $u$ of the linear function ( $h(t), u(t)$ ), where $h(t)$ is given by (2.4). The method was considered in $[30,31]$ for problems of this type.

Notice that, when system (2.2) and $F(x, u, t)$ are linear in $u$, the method is the same as the method of [32] (see also [22], Section 6.6), so that a proof of the convergence of the latter method can be obtained in this case.

## 7. Newton's method

The idea of this method lies in approximating the functional $f(x)$ to be minimized at each step by a quadratic functional (first terms of a Taylor series) and taking the minimum point of this functional on $Q$ as the next approximation. Thus, $x^{n+1}$ is given by the condition

$$
\begin{gather*}
x^{n+1} \in Q, \quad f_{n}\left(x^{n+1}\right) \leqslant f_{n}(x) \quad \text { for all } \quad x \in Q  \tag{7.1}\\
f_{n}(x)=\left(f^{\prime}\left(x^{n}\right), x-x^{n}\right)+1 / 2\left(f^{\prime \prime}\left(x^{n}\right)\left(x-x^{n}\right), x-x^{n}\right)
\end{gather*}
$$

The modified Newton method [2] can be extended in exactly the same way to the case of constraints, but we shall not dwell on this.

Theorem 7.1
Let $Q$ be a closed convex set in Hilbert space $E, f(x)$ a functional twice differentiable on $Q$, where $f^{\prime \prime}(x)$ satisfies the conditions

$$
\begin{gather*}
m\|y\|^{2} \leqslant\left(f^{\prime \prime}(x) y, y\right) \leqslant M\|y\|^{2}, \quad m>0  \tag{7.2}\\
\left\|f^{\prime \prime}(x)-f^{\prime \prime}(z)\right\| \leqslant R\|x-z\| \tag{7.3}
\end{gather*}
$$

for all $x, z \in Q$ and all $y$. Further, let $\delta=(2 R / m)\left\|x^{1}-x^{0}\right\|<1$, where $x^{1}$ is defined in terms of $x^{0}$ from (7.1). Then the sequence (7.1) is convergent to the minimum $x^{*}$, where

$$
\left\|x^{n}-x^{*}\right\| \leqslant \frac{m}{2 R} \sum_{k=n}^{\infty} \delta^{2^{k}}
$$

Proof. Since $f_{n}(x)$ has a minimum on $Q$ at the point $x^{n+1},\left(f_{n}^{\prime}\left(x^{n+1}\right)\right.$, $x$ will also have a minimum on $Q$ at this point, see (1.1). Hence

$$
\left(f_{n}^{\prime}\left(x^{n+1}\right), x^{n+1}-x^{n}\right)=\left(f^{\prime}\left(x^{n}\right)+f^{\prime \prime}\left(x^{n}\right)\left(x^{n+1}-x^{n}\right), x^{n+1}-x^{n}\right) \leqslant 0
$$

Consequently,

$$
\begin{aligned}
f_{n}\left(x^{n+1}\right) & =\left(f^{\prime}\left(x^{n}\right), x^{n+1}-x^{n}\right)+\frac{1}{2}\left(f^{\prime \prime}\left(x^{n}\right)\left(x^{n+1}-x^{n}\right), x^{n+1}-x^{n}\right) \leqslant \\
& \leqslant-\frac{1}{2}\left(f^{\prime \prime}\left(x^{n}\right)\left(x^{n+1}-x^{n}\right), x^{n+1}-x^{n}\right) \leqslant-\frac{m}{2}\left\|x^{n+1}-x^{n}\right\|^{2}
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\left\|x^{n+1}-x^{n}\right\|^{2} \leqslant-\frac{2}{m} f_{n}\left(x^{n+1}\right) \tag{7.4}
\end{equation*}
$$

On the other hand, $f_{n}\left(x^{n+1}\right)=\left(f^{\prime}\left(x^{n}\right), x^{n+1}-x^{n}\right)+1 / 2\left(f^{\prime \prime}\left(x^{n}\right)\left(x^{n+1}-x^{n}\right)\right.$, $\left.x^{n+1}-x^{n}\right) \geqslant\left(f^{\prime}\left(x^{n}\right), x^{n+1}-x^{n}\right)$. Further, by (7.3), $f^{\prime}\left(x^{n}\right)=f^{\prime}\left(x^{n-1}\right)+$ $f^{\prime \prime}\left(x^{n-1}\right)\left(x^{n}-x^{n-1}\right)+r$, where $\|r\| \leqslant R\left\|x^{n}-x^{n-1}\right\|^{2}$. Hence

$$
\begin{aligned}
& -f_{n}\left(x^{n+1}\right) \leqslant-\left(f^{\prime}\left(x^{n}\right), x^{n+1}-x^{n}\right)= \\
& \quad=-\left(f^{\prime}\left(x^{n-1}\right)+f^{\prime \prime}\left(x^{n-1}\right)\left(x^{n}-x^{n-1}\right)+r, x^{n+1}-x^{n}\right)= \\
& \quad=-\left(f_{n-1}^{\prime}\left(x^{n}\right), x^{n+1}-x^{n}\right)+\left(r, x^{n+1}-x^{n}\right) \leqslant\left(r, x^{n+1}-x^{n}\right) \leqslant
\end{aligned}
$$

$$
\leqslant\|r\|\left\|x^{n+1}-x^{n}\right\| \leqslant R\left\|x^{n}-x^{n-1}\right\|^{2}\left\|x^{n+1}-x^{n}\right\|
$$

Combining this with inequality (7.4), we get $\left\|x^{n+1}-x^{n}\right\| \leqslant(2 R / m)$ $\left\|x^{n}-x^{n-1}\right\|^{2}$. Hence it follows by induction that $\left\|x^{n+1}-x^{n}\right\| \leqslant$ $(m / 2 R) \delta^{2 n}$. Hence

$$
\left\|x^{k}-x^{n}\right\| \leqslant \sum_{i=n}^{k-1}\left\|x^{i+1}-x^{i}\right\| \leqslant \frac{m}{2 R} \sum_{i=n}^{k-1} \delta^{2^{i}}
$$

i.e. $\left\|x^{n}-x^{n}\right\| \rightarrow 0$ as $k, n \rightarrow \infty$. The sequence $x^{n}$ is therefore fundamental, so that there exists $x^{*}=\lim _{n \rightarrow \infty} x^{n}$, where $x^{*} \in Q$ and

$$
\left\|x^{n}-x^{*}\right\| \leqslant \frac{m}{2 R} \sum_{i=n}^{\infty} \delta^{2^{i}}
$$

It is easily shown that the sufficient condition (1.3) for a minimum is satisfied at $x^{*}$, which completes the proof of the theorem.

Notes. 1. The condition $\delta=(2 R / m)\left\|x^{1}-x^{0}\right\|<1$. characterizing the closeness of $x^{0}$ to the minimum is more conveniently checked than any other condition, including $\left\|x^{0}-x^{*}\right\|$.
2. If $Q=E$, (7.1) becomes the ordinary Newton method (4.9), and Theorem 7.1 is the same as Theorem 4.4.
3. Newton's method seems not to have been used previously for problems with constraints.

We give some examples of applying Newton's method.

1. For the problem of non-linear programming with linear constraints $\min f(x), A x \leqslant b, x \in E^{m}, b \subseteq E^{r}$, where $A$ is an $m \times r$ matrix, method (7.1) amounts to a sequence of problems of quadratic programming

$$
\min _{A x \leqslant b}\left[\left(f^{\prime}\left(x^{n}\right), x-x^{n}\right)+\frac{1}{2}\left(f^{\prime \prime}\left(x^{n}\right)\left(x-x^{n}\right), x-x^{n}\right)\right] .
$$

2. For the linear optimal control problem (2.1), (2.3) with a fixed value of $x(T)=d$ (so that we can assume $\Phi \equiv 0$ ), method (7.1) is the same as Newton's method for the unconstrained extremum problem (4.16) except that the boundary conditions become $\bar{x}(0)=\bar{x}(T)=0$.
3. In the case of the linear optimal control problem (2.1), (2.3) with constraints of the type $u(t) \in M_{t}$ for almost all $0 \leqslant t \leqslant T$, method (7.1) reduces to a sequence of problems on minimizing a quadratic functional
under the same constraint. The method of solving this latter problem is given in [33].
4. In the case of the non-linear optimal control problem, Newton's method is extremely laborious. However, we can use here a method which is an analogue of (4.11) for the case when constraints are present. This method is therefore the same as the Newton method described above for linear systems, provided we take at each step, as the linear system (2.3), the innearized equation (2,2), i.e. the equation $d \bar{x} / d t=\varphi_{x} \bar{x}+\varphi_{u} \bar{u}$, $\bar{x}(0)=0$.

## 8. Methods of set approximation

The essence of this group of methods is to replace the initial problem of minimizing $f(x)$ on a set $Q$ by a sequence of problems on minimizing $f(x)$ on sets $Q_{n}$ approximating to $Q$. The set sequence $Q_{n}$ can be chosen in advance (as in the Ritz method), or the next $Q_{n}$ can be determined from the results of the previous problems (as in the cut-off method). As distinct from all the previous methods discussed, the successive approximations obtained in set approximation methods do not necessarily belong to the initial set $Q$.

Theorem 9.1
Let $Q$ be any set in Banach space $E$, and $f(x)$ a functional satisfying a Lipschitz condition on $\bigcup_{n=1}^{\infty} Q_{n}$ and bounded from below on $Q$ :

$$
\inf _{x \in Q} f(x)=f^{*}>-\infty
$$

Let $Q_{n}$ be a sequence of sets, and the sequence $x^{n} \in Q_{n}$ such that

$$
f\left(x^{n}\right) \leqslant \inf _{x \in Q_{n}} f(x)+\varepsilon_{n}, \quad \lim _{n \rightarrow \infty} \varepsilon_{n}=0
$$

where

$$
\begin{gather*}
\lim _{n \rightarrow \infty} \inf _{v \in Q_{n}}\|x-y\|=0 \quad \text { for all } \quad x \in Q  \tag{8.1}\\
\lim _{n \rightarrow \infty} \inf _{x \in Q}\left\|x^{n}-x\right\|=0 \tag{8.2}
\end{gather*}
$$

Then $\lim f\left(x^{n}\right)=f^{*}$.
$n \rightarrow \infty$

Proof. Let $y^{k} \in Q$ be a minimizing sequence for $f(x)$ on $Q$, i.e. $\lim _{k \rightarrow} f\left(y^{k}\right)=f^{*} \quad\left(f\left(y^{k}\right) \geqslant f^{*}\right) . \quad$ By (8.1), given any $y^{k} \in Q$, there $k \rightarrow \infty$
exists a sequence $z^{n} \in Q_{n}$ such that $\lim _{n \rightarrow \infty} z^{n}=y^{k}$. By the Lipschitz condition on $f(x), \lim _{n \rightarrow \infty} f\left(z^{n}\right)=f\left(y^{k}\right)$. Hence

$$
f\left(y^{k}\right)=\lim _{n \rightarrow \infty} f\left(z^{n}\right) \geqslant \varlimsup_{n \rightarrow \infty}\left(\inf _{x \in Q_{n}} f(x)\right) \geqslant \varlimsup_{n \rightarrow \infty}\left(f\left(x^{n}\right)-\varepsilon_{n}\right)=\overline{\lim }_{n \rightarrow \infty} f\left(x^{n}\right)
$$

Passing to the limit as $k \rightarrow \infty$, we get $\varlimsup_{n \rightarrow \infty} f\left(x^{n}\right) \leqslant f^{*}$. Further, given any $\varepsilon>0$ there exists for sufficiently large $n, \bar{x}^{n} \in Q$ such that $\| x^{n}-$ $\bar{x}^{n} \| \leqslant \varepsilon$. Hence, by the Lipschitz condition of $f(x), \mid f\left(x^{n}\right)-$ $f\left(\bar{x}^{n}\right) \| \leqslant M \varepsilon$. But $f\left(\bar{x}^{n}\right) \geqslant f^{*}$, since $\bar{x}^{n} \in O$. Hence $\underset{n \rightarrow \infty}{\lim _{n \rightarrow \infty}} f\left(x^{n}\right) \geqslant$ $f\left(\bar{x}^{n}\right)-M \varepsilon \geqslant f^{*}-M \varepsilon$. Since $\varepsilon$ is arbitrary, we now have

$$
\underline{\lim _{n \rightarrow \infty}} f\left(x^{n}\right) \geqslant f^{*} \text {, i.e. } \overline{\lim }_{n \rightarrow \infty} f\left(x^{n}\right)=\underline{\lim }_{n \rightarrow \infty} f\left(x^{n}\right)=f^{*}
$$

Notes. 1. If the sequence $Q_{n}$ is such that $Q_{n} \subset Q$ for all $n$, (8.2) is obviously satisfied, while if $Q \subset Q_{n}$ for all $n$, (8.1) is obviously satisfied.
2. Notice that the theorem does not demand that the sequence $Q_{n}$ be a good approximation to $Q$ everywhere; it is sufficient that it approximate $Q$ in a neighbourhood of the minimum. In particular, it can happen that $Q_{n} \supset Q_{n+1} \supset Q$, but $\prod_{n=1}^{\infty} Q_{n} \neq Q$ (as in fact happens in the cut-off method).
3. The sequence $x^{n}$ obtained in Theorem 8.1 is a GMS (Section 1) so that Theorems 1.4-1.6 are applicable.

Some methods of obtaining the set systems $Q_{n}$ are discussed in the next two sections.

## 9. Ritz's method

The ides of this method, which is well known for problems without constraints [45], is to approximate the admissible set by finite-dimensional sets.

Let $a^{1}, \ldots, a^{n}, \ldots$ be a complete system in $Q$. i.e. for any $x \in Q$.

$$
\lim _{n \rightarrow \infty} \inf _{\lambda_{1} \ldots \lambda_{n}}\left\|x-\sum_{i=1}^{n} \lambda_{i} a^{i}\right\|=0
$$

We shall call it a basis. We denote by $L_{n}$ the subspace stretched over $a^{1}, \ldots, a^{n}$. We take $Q_{n}=L_{n} \cap$ a and solve the minimization problem for $f(x)$ on $\eta_{n}$. This problem is finite-dimensional, since it amounts to minimizing $\varphi\left(\lambda, \ldots, \lambda_{n}\right)=f\left(\sum_{i=1}^{n} \lambda_{i} a^{i}\right)$ under the constraint $\sum_{i=1}^{n} \lambda_{i} a^{i} \in \psi$.

## Theorem 9.1

Let $O$ be any set in Banach space $E ; a^{1}, \ldots, a^{n}$ be a complete system in $Q$; $f(x)$ a functional semicontinuous from below on $Q$. Let the sequence $x^{n}$ be such that $x^{n} \in Q_{n}, \quad f\left(x^{n}\right) \leqslant \inf f(x)+\varepsilon_{n}, \quad \operatorname{iim} \varepsilon_{n}=0$. Then $\lim _{n \rightarrow \infty} f\left(x^{n}\right)=f^{*}=\inf _{x \in Q} f^{n}(x)$.

Proof. Let $y^{k}$ be a minimizing sequence. Since $f(x)$ is semicontinuous from below and the basis is complete, for any $y^{k}$ we can find $z^{k} \in Q_{n}$, $f\left(z^{k}\right)-f\left(y^{k}\right) \leqslant f\left(y^{k}\right)-f^{k}+\delta_{k}, \lim _{k \rightarrow \infty} \delta_{k}=0$. The sequence $z^{k}$ will now also be minimizing, i.e. $\lim _{k \rightarrow \infty} f\left(z^{k}\right)=f^{*}$. But, by definition of $x^{n}$, $f\left(x^{n}\right) \leqslant f\left(z^{k}\right)+\varepsilon_{n}$. Hence $\lim _{n \rightarrow \infty} f\left(x^{n}\right)=f^{*}$.

The Ritz method is worth using when the constraint $\sum_{i=1}^{n} \lambda_{i} a^{i} \in Q$ in $E_{n}$ is not too complicated. We give some examples.

1. For the optimal control problem (2.1), (2.2) under the constraint $u(t) \in M$ for all $0 \leqslant t \leqslant T$ step functions are best taken as the basis. In fact, we introduce the functions $a_{i j}{ }^{(n)}(t), i=1, \ldots, r, j=1$, .... n

$$
a_{i j}^{(n)}(t)=\left\{\begin{array}{lc}
1, & \text { if } \\
0, & \frac{T}{n}(j-1) \leqslant t<\frac{T}{n} j \\
0, & \text { otherwise }
\end{array}\right.
$$

and seek $u(t)$ as a combination of these functions

$$
\begin{equation*}
u_{i}(t)=\sum_{j=1}^{n} \lambda_{i j} a_{i j}^{(n)}(t), \quad i=1, \ldots, r \tag{9.1}
\end{equation*}
$$

The constraint $u(t) \models M$ now generates the constraints $\lambda_{j} \in M, j=1$, $\ldots, n$, where $\lambda_{j}$ is the vector with components $\lambda_{1 j}, \ldots, \lambda_{r j}$. In particular, if the initial constraint has the form $\left|u_{j}(t)\right| \leqslant 1$, the constraint on $\lambda_{i j}$ is unusually simple: $\left|\lambda_{i j}\right| \leqslant 1$ for all $i$ and $j$. The auxiliary problem thus reduces to minimizing a function of $r n$ variables $\lambda_{i j}$ under simple constraints on these variables. We emphasize that, to evaluate the function for any values of the $\lambda_{i j}$, we have to introduce the control $u(t)$, (9.1), integrate system (2.2) with this control then evaluate the functional (2.1). This is not equivalent to the method of finite-difference approximation commonly employed for equations and functionals.
2. If there are no constraints, or they have the form

$$
\int_{0}^{T} \sum_{i=1}^{r} u_{i}^{2}(t) d t \leqslant \rho \quad \text { or } \quad \int_{0}^{T} u_{i}^{2}(t) d t \leqslant \rho_{i}, \quad i=1 \ldots, r
$$

In the optimal control problem, other bases can be chosen. For instance, we can use a system of trigonometric polynomials or Legendre polynomials.
3. If the optimal control problem (2.1) and (2.3) is linear, we can also apply the Ritz method when there are also constraints on the phase coordinates. For, if there are constraints $g_{k}\left(x\left(t_{j}\right)\right) \leqslant 0, b=1, \ldots, s$, specified at a finite number of points $t_{j}$ (in particular, the condition $x(T)=d)$, then, since $x_{i}\left(t_{j}\right)$ is a linear functional of $u$, each such constraint generates a constraint on a linear combination of coefficients $\lambda$. In particular, if all the $g_{k}$ are linear, we obtain the problem of nonlinear programing for $\lambda$ with linear constraints.
4. If the constraints in problem (2.1), (2.3) are $g(x(t)) \leqslant 0$ for all $0 \leqslant t \leqslant T, g(x)$ is a convex function, then (2.1), (2.3) can be approximated by problems with step functions $u$ and constraints $g\left(x\left(t_{j}\right)\right) \leqslant 0$, $t_{j}=T j / n, j=0, \ldots, n-1$.

Let their solution be $u^{n}(t), x^{n}(t)$. Since $q(x), x(t)$ are continuous, $g\left(x\left(t_{j}\right)\right) \leqslant 0$ implies $\lim _{n \rightarrow \infty} g\left(x^{n}(t)\right) \leqslant 0$ for all $t$. i.e. $g\left(u^{n}\right)=\max _{0 \leqslant t \leqslant T}$ $g\left(x^{n}(t)\right) \rightarrow+0 \quad$ as $n \rightarrow \infty$.

If $g(u) \leqslant 0$ is a correct constraint (see section 2 for the condition for this), then $u^{n}(t)$ is a GMS (Section 1) and Theorems $1.4-1.6$ are
applicable. In particular, for the classical variational problem (i.e. for system (2.2) of the type $d x / d t=u, r=m), g\left(x\left(t_{j}\right) \leqslant 0\right.$ implies $g(x(t)) \leqslant 0$ for all $t,(x(t)$ corresponding to piecewise constant $u(t)$, piecewise linearly, so that the constraints $g(x(t) \leqslant 0$ only need to be checked at the corners of the step-line). Thus we here obtain simply a minimizing sequence, and not a GMS.
5. If an entire system of constraints is given, for each of which the Ritz method (with the same basis) is applicable and reasonably simple, the method will not be too difficult for the problem as a whole. In particular, the Ritz method is easily applied for the linear optimal control problem in which there are constraints of the types $u(t) \in V$ and

$$
\int_{0}^{T} \sum_{i=1}^{r} u_{i}{ }^{2}(t) d t \leqslant \rho \text { and constraints on the phase coordinates. Herein lies }
$$

the important difference from the methods previously considered, where an ability to solve the auxiliary problem (projection, finding the minimum of a linear functional, etc.) on each set separately does not necessarily enable us to solve it on their intersection.

## 10. Cut-off methods

In these methods the problem of minimizing $f(x)$ on $Q$ is solved successively on the sets $Q_{n} \supset Q_{n+1} \supset Q$. After finding the minimum point $x^{n}$ of $f(x)$ on $Q_{n}$, we add a new constraint, "cutting-off" the point $x_{n} \equiv 2$, which in fact determines the new set $Q_{n+1}$.

Two convergence theorems are given for these methods below. In the first, the admissible set is specified by means of the constraint $g(x, s) \leqslant 0$ for all $s \in S, s$ is a parameter; in the second, by means of the single constraint $g(x) \leqslant 0$. This difference is only apparent. For, introducing the functional $g(x)=\sup _{s \in S} g(x, s)$, we can reduce the constraint $g(x, s) \leqslant 0$ to $g(x) \leqslant 0$. On the other hand, if $g(x)$ is a convex functional, the constraint $g(x) \leqslant 0$ is equivalent to the system of (linear) constraints $g(s)+\left(g^{\prime}(s), x-s\right) \leqslant 0$ for all $s \in E$, where $g^{\prime}(s)$ is a linear support functional to $g(x)$ at the point $s$. The real difference between Theorems 10.1 and 10.2 is that the former refers only to the finite - dimensional case; though far weaker conditions are imposed on the functional in it than in Theorem 10.2.

We take the problem of minimizing the functional $f(x)$ under the
constraints $x \in Q_{0}$ and $g(x, s) \leqslant 0$ for all $s \in S, S$ is a set. Let $Q=Q_{0} \cap\{x: g(x, s) \leqslant 0$ for all $s \in S\}$. The following method of solution is possible. Suppose we have obtained the set $Q_{n}$ (we start with $n=0$ ). We find the minimum of $f(x)$ on $Q_{n}$; let this be at the point $x^{n}$. We then solve the problem: maximize $g\left(x^{n}, s\right)$ with respect to $s \in S$, let the solution be $s^{n}$. We now obtain $Q_{n+1}$ by adding the new constraint $g\left(x, s^{n}\right) \leqslant 0$. Thus

$$
\begin{gather*}
x^{n} \in Q_{n}, \quad f\left(x^{n}\right)=\min _{x \in Q_{n}} f(x), \quad g\left(x^{n}, s^{n}\right)=\max _{s \in S} g\left(x^{n}, s\right)  \tag{10.1}\\
Q_{n+1}=Q_{n} \cap\left\{x: g\left(x, s^{n}\right) \leqslant 0\right\}
\end{gather*}
$$

Theorem 10.1

Let $Q_{0}$ be compact, $f(x)$ continuous on $Q_{0}, g(x, s)$ satisfy a Lipschitz condition with respect to $x$ with constant $M$ for all $s \in S$, and method (10.1) be applicable. Then, for the sequence (10.1),

$$
\lim _{n \rightarrow \infty} f\left(x^{n}\right)=f^{*}=\min _{x \in Q} f(x)
$$

and a subsequence $x^{n_{i}}$ exists convergent to the solution.
Proof. Since $Q_{n} \supset Q_{n+1} \supset Q$, we have $f\left(x^{n}\right) \leqslant f\left(x^{n+1}\right) \leqslant f^{*}$. We show that $\lim _{n \rightarrow \infty} g\left(x^{n}, s^{n}\right) \leqslant 0$. Let there exist $\mathrm{E}>0$ such that $g\left(x^{n}, s^{n}\right) \geqslant \varepsilon$ for all reasonably large $n$. Now, $\varepsilon \leqslant g\left(x^{n}, s^{n}\right)=g\left(x^{n}, s^{n}\right)-$ $g\left(x^{h}, s^{n}\right)+g\left(x^{k}, s^{n}\right) \leqslant M\left\|x^{n}-x^{k}\right\|+g\left(x^{h}, s^{n}\right)$. But since $x^{k} \in Q_{n+1}$ for $k>n$, we have $g\left(x^{k}, s^{n}\right) \leqslant 0$. i.e. $\left\|x^{n}-x^{k}\right\| \geqslant \varepsilon / M$ for all reasonably large $n$ and all $k>n$. But this contradicts the compactness of $Q_{0}$. Hence $\lim _{n \rightarrow \infty} g\left(x^{n}, s^{n}\right) \leqslant 0$. We select a subsequence $x^{n_{i}}$ for which $\lim _{i \rightarrow \infty} g\left(x^{n_{i}}, s^{n_{i}}\right) \leqslant 0$ and for which there exists $x^{*}=\lim _{i \rightarrow \infty} x^{n_{i}}$ (this is possible because $Q_{0}$ is compact). Now, $g\left(x^{*}, s\right)=g\left(x^{*}, s\right)-g\left(x^{n_{i}}, s\right)+$ $g\left(x^{\left.n_{i}, s\right)} \leqslant M \| x^{*}-x^{n_{i} \|}+g\left(x^{n_{i}}, s^{n_{i}}\right)\right.$ Hence $g\left(x^{*}, s\right) \leqslant 0$ for all $s \in S$. Thus, $x^{*} \in Q$. Since $f\left(x^{n^{i}}\right) \leqslant f^{*}$, we also have $f\left(x^{*}\right) \leqslant f^{*}$; on the other hand, $f\left(x^{*}\right) \geqslant f^{*}$ be definition of $f^{*}$. Hence $x^{*}$ is the solution of our problem.

We now consider the cut-off method

$$
\begin{equation*}
f\left(x^{n}\right)=\min _{x \in Q_{n}} f(x), \quad Q_{n+1}=Q_{n} \cap\left\{x: g\left(x^{n}\right)+\left(g^{\prime}\left(x^{n}\right), x-x^{n}\right) \leqslant 0\right\} \tag{10.2}
\end{equation*}
$$

for the problem of minimizing $f(x)$ on $Q$ specified by the condition $Q=\{x: g(x) \leqslant 0\}$, where, as usual, $g^{\prime}\left(x^{n}\right)$ is any linear support functional to $g(x)$ at the point $x^{n}$, and $Q_{0} \supset Q$ is a set.

Theorem 10.2
Let $f(x)$ be uniformly convex on $Q_{0} \subset E$, where $E$ is reflexive, $Q_{0}$ convex and closed, and $g(x)$ a continuous convex functional satisfying a Lipschitz condition on $Q_{0}$. We now have, for method (10.2):

1) $\lim _{m \rightarrow \infty} f\left(x^{n}\right) \leqslant f^{*}=\min _{x \in Q} f(x), \quad \varlimsup_{n \rightarrow \infty} g\left(x^{n}\right) \leqslant 0 ;$
2) if $g(x)$ is a correct constraint, and $f(x)$ satisfies a Lipschitz condition on $Q_{0}$, then $\lim _{n \rightarrow \infty} x^{n}=x^{*}, x^{*} \in Q, f\left(x^{*}\right)=f^{*}$ and $\lim _{n \rightarrow \infty} f\left(x^{n}\right)=f^{*}$;
3) if, in addition, $f(x)$ is a weakly convex functional and there exists $\bar{x}: g(\bar{x})<0, \bar{x}$ is an interior point of $Q_{0}$, then the convergence rate satisfies $f\left(x^{n}\right)-f^{*} \leqslant c_{1} / n, \quad x^{n}-x^{*} \leqslant c_{2} / \sqrt{n}$.

Proof. Since $Q_{n} \supset Q_{n+1} \supset Q$, we have $f\left(x^{n}\right) \leqslant f\left(x^{n+1}\right) \leqslant f^{*}$, and there exists $f^{*} \geqslant \bar{f}=\lim _{n \rightarrow \infty} f\left(x^{n}\right)$. Since $f(x)$ is uniformly convex, while $x^{n}$ is the minimum of $f(x)$ on $Q_{n}$, we have $f(x)-f\left(x^{n}\right) \geqslant \delta\left(\left\|x^{n}-x\right\|\right)$ for all $x \in Q_{n}$; in particular, $f\left(x^{n+1}\right)-f\left(x^{n}\right) \geqslant \delta\left(\left\|x^{n+1}-x^{n}\right\|\right)$. Hence it follows that $\lim _{n \rightarrow \infty}\left\|x^{n+1}-x^{n}\right\|=0$. Further, since $x^{n+1} \in Q_{n+1}$, we $n \rightarrow \infty$
have $0 \geqslant g\left(x^{n}\right)+\left(g^{\prime}\left(x^{n}\right), \quad x^{n+1}-x^{n}\right) \geqslant g\left(x^{n}\right)-\left\|g^{\prime}\left(x^{n}\right)\right\|\left\|x^{n+1}-x^{n}\right\|$, i.e. $g\left(x^{n}\right) \leqslant M\left\|x^{n+1}-x^{n}\right\|$ (since $\left\|g^{\prime}\left(x^{n}\right)\right\|$ is bounded by virtue of the Lipschitz condition on $g(x))$. Hence $\lim _{n \rightarrow \infty} g\left(x^{n}\right)=0$.

We turn to the proof of (2) of the theorem. If $g\left(x^{n}\right) \leqslant 0$, then $x^{n} \in Q$, so that $f\left(x^{n}\right) \geqslant f^{*}$, i.e. in this case $x^{n}$ is the solution. Let $g\left(x^{n}\right)>0$ for all $n$; now, by what has been proved, $g\left(x^{n}\right) \rightarrow+0$ as $n \rightarrow \infty$. If $g(x)$ is a correct constraint, it follows from this that $\lim _{n \rightarrow \infty} \rho\left(x^{n}\right.$, $0)=0$. Theorem 8.1 is now applicable, whence $\lim _{n \rightarrow \infty} f\left(x^{n}\right)=f^{*}$. But it follows from this, by Theorem 1.5, that $x^{n}$ converges to the solution $x^{*}$.

We now estimate the convergence rate for strongly convex functionals. For these, the above condition $f\left(x^{n+1}\right)-f\left(x^{n}\right) \geqslant \delta\left(\left\|x^{n+1}-x^{n}\right\|\right)$ becones $f\left(x^{n+1}\right)-f\left(x^{n}\right) \geqslant \gamma\left\|x^{n+1}-x^{n}\right\|^{2}, \gamma>0$. Further, let $g(x)>0$ for all $n$ in which case there exists $0<\lambda_{n}<1$ such that $g\left(\bar{x}+\lambda_{n}\left(x^{n}-\bar{x}\right)\right)=0$. Using the convexity of $g(x)$, we get $0=g\left(\bar{x}+\lambda_{n}\left(x^{n}-\bar{x}\right)\right) \leqslant(1-$ $\left.\lambda_{r_{i}}\right) g(\bar{x})+\lambda_{n} g\left(x^{n}\right)$, i.e. $g\left(x^{n}\right) \geqslant\left(1-\lambda_{n} / \lambda_{n}\right)[-g(\bar{x})] \geqslant\left(1-\lambda_{n}\right)$ $[-g(\bar{x})]$. But $\left\|x^{n}-\left(\bar{x}+\lambda_{n}\left(\bar{x}^{n}-\bar{x}\right)\right)\right\| \geqslant \rho\left(x^{n}, Q\right)$, so that $1-\lambda_{n} \geqslant$ $\rho\left(x^{n}, Q\right) /\left\|x^{n}-\bar{x}\right\| \geqslant c \rho\left(x^{n}, Q\right) \quad$ (because $\left\{x^{n}\right\}$ is bounded). Thus, $g\left(x^{n}\right) \geqslant c \rho\left(x^{n}, Q\right)[-g(\bar{x})]=K \rho\left(x^{n}, Q\right), K>0$. As was showm above, $g\left(x^{n}\right) \leqslant M\left\|x^{n+1}-x^{n}\right\|$. Hence $\rho\left(x^{n}, Q\right) \leqslant(M / K)\left\|x^{n+1}-x^{n}\right\|$, and since $f^{*}-f\left(x^{n}\right) \leqslant L \rho\left(x^{n}, Q\right)$. then $f^{*}-f\left(x^{n}\right) \leqslant(L M / K)\left\|x^{n+1}-x^{n}\right\|$. Let $f^{*}-f\left(x^{n}\right)=\varphi_{n}$. We have obtained $\varphi_{n} \leqslant(L M / K)\left\|x^{n+1}-x^{n}\right\|$, while above we obtained $f\left(x^{n+1}\right)-f\left(x^{n}\right)=\varphi_{n}-\varphi_{n+1} \geqslant \gamma\left\|x^{n+1}-x^{n}\right\|^{2}$. Combining these, we get

$$
\varphi_{n+1} \leqslant \varphi_{n}-\frac{\gamma K^{2}}{L^{2} M^{2}} \varphi_{n}{ }^{2} .
$$

Using the same technique as in the proof of (2) of Theorem 5.1, we obtain the required estimate.

Note. It is not clear whether the convergence rate estimate obtained above can be improved.

We now consider the aspect of the cut-off method in various concrete problems.

1. The general problem of convex programming (minimization of $f(x)$ under the constraints $g_{i}(x) \leqslant 0, i=1, \ldots, r, f(x), g_{i}(x)$ are convex functions in $E_{m}$ ) can easily be seen to reduce to the problem of minimizing the linear function $x_{m+1}$ under the convex constraints $f(x)-x_{m+1} \leqslant$ $0, g_{i}(x) \leqslant 0, i=1, \ldots, r$, in space $E_{m+1}$. Further, the system of convex constraints of the type $g_{i}(x) \leqslant 0, i=1, \ldots, r$, reduces to a single convex constraint $g(x) \leqslant 0$, where $g(x)=\max _{1 \leqslant i \leqslant r} g_{i}(x)$. Thus, instead of the initial problem, we can consider the minimization problem for the linear function ( $c, x$ ) under the convex constraint $g(x) \leqslant 0$. Let $Q_{0}$ be a polyhedron (if the constraint $x \in Q_{0}$ is absent, it has to be artifictiolly introduced, e.g. in the form $\left|x_{i}\right| \leqslant M$ for all $i, M$ is a large number). Now, $Q_{n+1}=Q_{n} \cap\left\{x: g\left(x^{n}\right)+\left(g^{\prime}\left(x^{n}\right), x-{ }^{n}\right) \leqslant 0\right\}$ is also a polyhedron. Method (10.2) thus reduces here to solving a sequence of linear
programming problems. The convergence of the method can be proved by Theorem 10.1. For, the constraint $g(x) \leqslant 0$ is equivalent to $g(x, s)=$ $g(s)+\left(g^{\prime}(s), x-s\right) \leqslant 0$ for all $s$. Method (10.1) is now easily seen to be the same as method (10.2).

This "method of cutting planes" was proposed by Kelley for this problem [34], and he proved its convergence.
2. The problem of best approximation amounts to minimizing

$$
f(x)=\max _{s \in S}\left|\varphi(s)-\sum_{i=1}^{m} x_{i} \varphi_{i}(s)\right|
$$

where $S$ is a compactum, $\varphi(s), \varphi_{i}(s)$ are continuous functions on $i t$, and the $\varphi_{i}, \ldots, 甲_{m}$ are linearly independent. In addition, certain auxiliary constraints can be imposed on the coefficients $x_{i}: x \in Q_{0}$. This problem amounts to minimizing $x_{m+1}$ under the constraints

$$
\left|\varphi(s)-\sum_{i=1}^{m} x_{i} \varphi_{i}(s)\right| \leqslant x_{m+1} \quad \text { for all } \quad s \in S, \quad x \in Q_{0}
$$

Method (10.1) is applicable to this problem, where it takes the following form: $x_{1}{ }^{k}, \ldots, x_{m}{ }^{k}, x_{m+1}^{k}$ is the solution of the problem: min $x_{m+1}$ under the constraints

$$
\begin{equation*}
\left|\varphi\left(s_{j}\right)-\sum_{i=1}^{m} x_{i} \varphi_{i}\left(s_{j}\right)\right| \leqslant x_{m+1}, \quad j=1, \ldots, k, \quad x \in Q_{0} \tag{10.3}
\end{equation*}
$$

$s_{k+1}$ is given by the condition

$$
\left|\varphi\left(s_{k+1}\right)-\sum_{i=1} x_{i}{ }^{k} \varphi_{i}\left(s_{k+1}\right)\right|=\max _{s \in S}\left|\varphi(s)-\sum_{i=1}^{m} x_{i}{ }^{k} \varphi_{i}(s)\right|
$$

The method thus reduces to solving a sequence of problems of best approximation on a discrete system of points $s_{1}, \ldots, s_{k}$ (which is equivalent to the problem of linear programming if $Q_{0}$ is a polyhedron) and to determination of the maximum modulus of the deviation for the next approximation. Methods of this kind are familiar in the theory of best approximation (see e.g. [35], which contains various results on their convergence and also references to other work).
3. We consider the linear optimal control problem (2.1), (2.3) under constraints on the phase coordinates of the type $q(x(t)) \leqslant 0$ for all
$0 \leqslant t \leqslant T$, where $q(x)$ is a convex function. We investigate the method whose $n$-th step consists in minimizing $f(u)$ under the constraints $q\left(x^{i}\left(t_{i}\right)\right)+\left(q^{\prime}\left(x^{2}\left(t_{i}\right)\right), x\left(t_{i}\right)-x^{i}\left(t_{i}\right)\right) \leqslant 0, i=1, \ldots, n-1$, where $x^{i}(t)$ is the solution of the probiem at the $i$-th step, and $t_{i}$ the point introduced at this step. We introduce the next, $n$-th point from the condition

$$
\begin{equation*}
q\left(x^{n}\left(t_{n}\right)\right)=\max _{0 \leqslant t \leqslant T} q\left(x^{n}(t)\right) \tag{10.4}
\end{equation*}
$$

This method is a variant on method (10.2). For, the constraint $q(x(t)) \leqslant 0$ is equivalent to $g(u) \leqslant 0$, where

$$
g(u)=\max _{0<t \leq T} q(x(t))
$$

is a convex functional (as usual, $x(t)$ is the solution of (2.3) corresponding to the control $u(t)$ ). Further, if (10.4) is satisfied, for one of the support functionals to $g(u)$ at the point $u^{n}$ the constraint $g\left(u^{n}\right)+\left(g^{\prime}\left(u^{n}\right), u-u^{n}\right) \leqslant 0$ becomes $q\left(x^{n}\left(t^{n}\right)\right)+\left(q^{\prime}\left(x^{n}\left(t_{n}\right)\right), x\left(t_{n}\right)-\right.$ $\left.x^{n}\left(t_{n}\right)\right) \leqslant 0$, i.e. is the same as the above. We can therefore apply ineorem 10.2 to prove the convergence. All the assertions of the theorem will certainly be satisfied if $Q_{0}=E, f(u)$ is a strongly convex functional, and $g(u)$ a correct constraint (the sufficient conditions for this are given in Section 2).

We shall not dwell on methods of solving the auxiliary problem. We merely remark that it consists in minimizing $f(u)$ under a finite number of linear constraints of the type $\left(c^{i}, u\right) \leqslant \alpha_{i}, i=1, \ldots, n-1$. It can therefore be solved like any analogous finite - dimensional problem of mathematical programming.

## 11. Method of penalty functions

In all the methods discussed so far, the constrained extremum problem has been reduced to a sequence of simpler constrained extremum problems. The initial problem may also be reduced to a sequence of unconstrained extremum problems. In the method of penalty functions the unconstrained problem is obtained by introducing a penalty on infringement of the constraints. This idea is common in computational practice $[20,22,36-42]$; it seems to have been first clearly stated by Courant.

We give some examples of penalty functions. We shall assume that our
set is given by means of one constraint $g(x) \leqslant 0$, and consider a sequence of penalty functions of the type $\psi_{n}(x)=\varphi_{n}(g(x))$. The following are the most popular examples of such functions.
1.

$$
\begin{equation*}
\psi_{n}(x)=K_{n} g(x)_{+} \tag{11.1}
\end{equation*}
$$

where $K_{n} \geqslant 0, \lim _{n \rightarrow \infty} K_{n}=\infty$; here and below, $g(x)_{+}=\max \{0, g(x)\}$.
Obviously, $\psi_{n}(x) \geqslant 0$ for all $x ; \lim _{n \rightarrow \infty} \psi_{n}(x)=\infty$, if $g(x)>0$; the $\psi_{n}(x)$ are convex if $g(x)$ is convex.
2.

$$
\begin{equation*}
\psi_{n}(x)=\left(g(x)_{+}+1\right)^{n}-1 \tag{11.2}
\end{equation*}
$$

It is easily shown that $\psi_{n}(x) \geqslant 0, \psi_{n}(x)=0$, if $g(x) \leqslant 0$;
$\lim _{n \rightarrow \infty} \psi_{n}(x)=\infty$ for $g(x)>0$; the $\psi_{n}(x)$ are convex if $g(x)$ is convex.
3.

$$
\begin{equation*}
\psi_{n}(x)=\left[(g(x)+1)_{+}\right]^{n} . \tag{11.3}
\end{equation*}
$$

Here, $\psi_{n}(x) \geqslant 0$ for all $x, \lim _{n \rightarrow \infty} \psi_{n}(x)=\infty$ for $g(x)>0$, as distinct from the previous examples, generally speaking, $\psi_{n}(x) \neq 0$ for $g(x) \leqslant 0$ (for instance, $\psi_{n}(x) \equiv 1$ for $g(x)=0$ ), but $\lim _{n \rightarrow \infty} \psi_{n}(x)=0$ for $g(x)<0$. In addition, the $\psi_{n}(x)$ are convex if $g(x)$ is convex.
4.

$$
\Psi_{n}(x)=\left\{\begin{array}{lll}
+\infty, & \text { if } & g(x) \geqslant 0  \tag{11.4}\\
-\frac{\alpha_{n}}{g(x)}, & \text { if } & g(x)<0
\end{array}\right.
$$

where $\alpha_{n} \geqslant 0, \lim _{n \rightarrow \infty} \alpha_{n}=0$. As before, $\psi_{n}(x) \geqslant 0$ for $x, \lim _{n \rightarrow \infty} \psi_{n}(x)=0$ for $g(x)<0$ and the $\psi_{n}(x)$ are convex for $g(x)<0$ if $g(x)$ is convex.

The functions (11.4) are not continuous on $E$. However, we can introduce more complicated functions of the same kind, which are continuous. For example,

$$
\psi_{n}(x)=\left\{\begin{array}{lll}
-\alpha_{n} / g(x), & \text { if } & g(x)<0 \text { and }-\alpha_{n} / g(x) \leqslant K_{n} \\
K_{n}\left(\frac{1+g(x)}{1-\varepsilon_{n} / K_{n}}\right)^{n} & & \text { otherwise }
\end{array}\right.
$$

where $\alpha_{n} \geqslant 0, \quad \lim _{n \rightarrow \infty} \alpha_{n}=0, \quad K_{n} \geqslant 0, \quad \lim _{n \rightarrow \infty} K_{n}=\infty$.
Of course there are other examples of penalty functions. In particular, they can be obtained from (11.1) - (11.4) if the constraint $g(x) \leqslant 0$ is replaced by the equivalent constraint $p(g(x)) \leqslant 0$, where $p(t)$ is a continuous function, and $p(t)>0$ for $t>0$ and $p(t)<0$ for $t<0$.

We now consider the method of penalty functions itself for the problem of minimizing $f(x)$ under the constraint $x \in ?$, where $)=\{x$ : $g(x) \leqslant 0\}$. The method consists in solving (up to $E_{n}$, where $\lim \varepsilon_{n}=0$ ) a sequence of problems on the unconstrained minimum of $f(x)+\psi_{n}(x)$, $\psi_{n}(x)=\varphi_{n}(g(x))$, i.e. in determining the sequence $x^{n}$ :

$$
\begin{equation*}
f\left(x^{n}\right)+\psi_{n}\left(x^{n}\right) \leqslant d_{n}+\varepsilon_{n}, \quad d_{n}=\inf _{x=E}\left[f(x)+\psi_{n}(x)\right] \tag{11.5}
\end{equation*}
$$

Theorem 11.1
Let $f(x)$ and $g(x)$ be continuous, 0 be non-empty, $u_{n} \geqslant i>-\infty$, $\psi_{n}(x) \geqslant 0$ for all $x, n, \lim _{n \rightarrow \infty} \psi_{n}(x)=0$ on the set $R$ everywhere dense in ?, and $\lim _{n \rightarrow \infty} \varphi_{n}(t)=\infty$ for $t>0$. Now, in method (11.5), $f\left(x^{n}\right) \leqslant f^{*}=$ $n \rightarrow \infty$
$\inf f(x), \overline{\lim } g\left(x^{n}\right) \leqslant 0$. If the constraint $g(x)$ is correct, and $f(x)$ $x \in \mathbf{Q} \quad n \rightarrow \infty$
satisfies a Lipschitz condition in some neighbourhood $Q$, then $\lim _{n \rightarrow \infty} f\left(x^{n}\right)=f^{*}, \lim _{n \rightarrow \infty} \rho\left(x^{n}, Q\right)=0$, i. e. $x^{n}$ is a GMS.

Proof. Let $y^{m}$ be a minimizing sequence for $f(x)$ on Q, i.e. $y^{m} \subseteq 1$, $\lim _{m \rightarrow \infty} f\left(y^{m}\right)=f^{*}$. Given any $y^{m}$, we can find $z^{m} \in R$ such that $\mid f\left(y^{m}\right)-$ $f\left(z^{m}\right) \mid \leqslant f\left(y^{m}\right)-f^{*}+\delta_{m}, \lim _{m \rightarrow \infty} \delta_{m}=0$. This is possible, since $R$ is dense
in $Q$ and $f(x)$ continuous. Obviously, $z^{m}$ is now also a minimizing sequence. By definition of $x^{n}$. we have $f\left(x^{n}\right)+\psi_{n}\left(x^{n}\right) \leqslant f\left(z^{m}\right)+\psi_{n}\left(z^{m}\right)+\varepsilon_{n}$. We take $\varepsilon>0$, and choose $m$ so that $f\left(z^{m}\right) \leqslant f^{*}+\varepsilon / 3$; since $z^{m} \in R$, we can find an $V$ so that $\psi_{n}\left(z^{m}\right) \leqslant \varepsilon / 3$ and $\varepsilon_{n} \leqslant \varepsilon / 3$ for all $n \geqslant V$. Now, $f\left(x^{n}\right)+$ $\psi_{n}\left(x^{n}\right) \leqslant f^{*}+\varepsilon$. Since $\varepsilon$ is arbitrary, this means that $\lim _{n \rightarrow \infty}\left(f\left(x^{r}\right)+\right.$ $\left.\psi_{n}\left(x^{n}\right)\right) \leqslant f^{*}$, and since $\psi_{n}\left(x^{n}\right) \geqslant 0$ we also have $\lim _{n \rightarrow \infty} f\left(x^{n}\right) \leqslant f^{*}$. On the other hand, $\varlimsup_{n \rightarrow \infty} \psi_{n}\left(x^{n}\right) \leqslant \varlimsup_{n \rightarrow \infty}\left(f^{*}-f\left(x^{n}\right)\right) \leqslant f^{*}-d$. hence it follows
(since $\lim _{n \rightarrow \infty} \psi_{n}(x)=\lim _{n \rightarrow \infty} \psi_{n}(g(x))=\infty$ for $g(x)>0$ ). that $\overline{\lim } g\left(x^{n}\right) \leqslant 0$. Now let $g(x)$ be a correct constraint. In this case, $\lim _{n \rightarrow \infty}$
$\overline{\lim _{n \rightarrow \infty} g}(x) \leqslant 0$ implies $\lim _{n \rightarrow \infty} \rho\left(x^{n}, Q\right)=0$. Finally, it follows from the
Lipschitz condition on $f(x)$ that $f\left(x^{n}\right) \geqslant f^{*}+L \rho\left(x^{n}, Q\right)$, i.e.


Note. Penalty functions of the type (11.1) and (11.2) satisfy the conditions of the theorem everywhere, but those of type (11.3) and (11.4) only when $R=\{x: g(x)<0\}$ is dense in $Q=\{x: g(x) \leqslant 0\}$. The latter is true, in particular, if $g(x)$ is convex and $R$ non-empty. Functions of the type (11.3), (11.4) are certainly continuous if $R$ is empty.

We turn to application of the method of penalty functions to specific problems.

1. In the problem of mathematical programming the constraints $g_{i}(x) \leqslant$ $0, i=1, \ldots, r$ can be reduced to the single constraint $g(x) \leqslant 0$ by many methods, e.g.

$$
\zeta(x)=\max _{1 \leqslant i \leqslant r}\left\{g_{i}(x)\right\} \quad \text { or } \quad g(x)=\sum_{i=1} \alpha_{i} g_{i}(x)_{+}, \quad \alpha_{i}>0
$$

It is specially convenient to take

$$
g(x)=\sum_{i=1} \alpha_{i}\left[g_{i}(x)_{+}\right]^{2}, \quad \alpha_{i}>0
$$

since $g(x)$ is now differentiable if the $g_{i}(x)$ are differentiahle. After this, penalty functions of the type (11.1) - (11.4) can be applied.

As already mentioned, if $Q$ is bounded, the constraint $g(x) \leqslant 0$ is correct in the finite - dimensional case and Theorem 11.1 is applicable. The method of penalty functions in the form (11.1) was considered for problems of mathematical programming in [40, 22], in form (11.4) in [38, 39], in a rather more general form of the same type in [41], and in a form similar to (11.3) in [43].
2. If the constraints are in the form of equations $g_{i}(x)=0, i=1$, $\ldots, r$, they can be replaced by a single constraint of the inequality type, e.g.

$$
g(x) \leqslant 0, \quad g(x)=\sum_{i=1}^{T} \alpha_{i} g_{i}^{2}(x), \quad \alpha_{i}>0
$$

after which the method of penalty functions can be employed. Here, it is not possible to use penalty functions of the type (11.3) or (11.4), since the set $P=\{x: g(x)<0\}$ is empty in this case. Penalty functions of the type (11.1) were investigated for this problem in [42].
3. If the set $Q$ cannot be specified by means of functionals, it can always be specified in the form $g(x) \leqslant 0$. In narticular, for any set. $?=\{x: g(x) \leqslant 0\}$, where $g(x)=\rho(x, Q)=$ inf $\|x-y\|$. This constraint $y \in Q$
is moreover correct and $g(x)=0$ for $x \in$ ?. If $Q$ is bounded, closed, has an interior point (for simplicity the point 0 ) and is convex, then it can be specified in the form $Q=\{x: g(x) \leqslant 1\}$ by means of the Minkovskii function $g(x)=\inf _{\lambda>0, x / \lambda \in Q}\{\lambda\}$. This constraint is also correct and convex.
4. We now turn to optimal control problems (2.1), (2.2). We take first constraints on the control specified in the form

$$
Q=\left\{u \in L_{2} \cdot: u(t) \in M \text { for almost all } 0 \leqslant t \leqslant T\right\}
$$

$U$ is a convex closed set in $E_{r}$ having interior points, Let $\varphi_{n}(u)$ be a system of functions on $E_{r}$ satisfying the conditions: (1) $\varphi_{n}(u) \geqslant 0$ for all $u$; (2) if $u \in M 0$, i.e. $u$ is an interior point of 4 , then $\lim _{n \rightarrow \infty} \varphi_{n}(u)=0$, where $\varphi_{n}(u)$ is monotonically decreasing; (3) if $u \equiv u$, then $\varphi_{n}(u) \geqslant K_{n} \rho^{2}(u, M)$, where $K_{n} \geqslant 0, \lim K_{n}=\infty, K_{n}$ is independ$n \rightarrow \infty$
ent of $u, \rho(u, M)$ is the distance from $u$ to $H$ (in $E_{r}$ ). Notice that, if $\varphi_{n}(u)=0$ for $u \in M$, we no longer require $M$ to be convex or have interior points. The following are some examples of functions $\varphi_{n}(u)$ satisfying all the conditions. If the constraints have the form

$$
\sum_{i=1}^{r} u_{i}^{2}(t) \leqslant 1
$$

we can take

$$
\varphi_{n}(u)=K_{n}\left(\sum_{i=1}^{r} u_{i}{ }^{2}-1\right) \quad \text { or } \quad \varphi_{n}(u)=\left(\sum_{i=1}^{r} u_{i}{ }^{2}\right)^{n} .
$$

If the constraints are $\left|u_{i}(t)\right| \leqslant 1, i=1, \ldots, r$, we can take

$$
\varphi_{n}(u)=K_{n}\left(\max _{1 \leqslant i \leqslant r}\left\{\left|u_{i}\right|\right\}-1\right)_{+} \quad \text { or } \quad \varphi_{n}(u)=\left\{\sum_{i=1}^{r}\left|u_{i}\right|^{n} .\right.
$$

We introduce

$$
\psi_{n}(u)=\int_{0}^{T} \varphi_{n}(u(t)) d t
$$

These penalty functions satisfy all the conditions of theorem 11.1. For. $\psi_{n}(u) \geqslant 0, \lim \psi_{n}(u)=0$ on $R=\left\{u: u(t) \in M^{0}\right\}$, and $P_{0}=q$, while $n \rightarrow \infty$
finally,

$$
\begin{gathered}
\psi_{n}(u)=\int_{0}^{1} \varphi_{n}(u(t)) d t \geqslant \int_{\mathrm{S}} \varphi_{n}(u(t)) d t \geqslant K_{n} \int_{\mathrm{S}} \rho^{2}(u(t), M) d t= \\
=K_{n} \int_{0}^{\mathrm{T}}\|u(t)-\bar{u}(t)\|_{E_{r}}^{2} d t=K_{n} \rho^{2}(u, Q),
\end{gathered}
$$

where $S=\{t \in[0, T]: u(t) \equiv M\}, \vec{u}(t)$ is the projection of $u(t)$ on to $U$. Hence, if the remaining conditions of Theorem 11.1 are satisfied (i.e. the Lipschitz condition on $f(u)$ and the boundedness from below of $\left.f(a)+\psi_{n}(u)\right)$, then in method (11.5), amounting to consecutive minimization of $f(u)+\psi_{n}(u)$, without constraints, we have the convergences $f\left(u^{n}\right) \rightarrow f^{*}, \rho\left(u^{n}, Q\right) \rightarrow 0$.

The method of penalty functions can also be used if there are constraints on the phase coordinates. For instance, with the constraint $g(x(t)) \leqslant 0$ for all $0 \leqslant t \leqslant T$, we can introduce the penalty function $\psi_{n}(u)=K_{n}\left[\max _{0 \leqslant t \leqslant T} g(x(t))\right]_{+}$or $\psi_{n}(u)=K_{n} \int_{0}^{T}[g(x(t))+]^{2} d t$ (the latter is specially suitable, being differentiable if $g(x)$ is differentiable); with the constraint $x(T)=d$ the penalty function can be $\psi_{n}(u)=$ $K_{n}\|x(T)-d\|_{E_{m}^{2}}$. The conditions of Theorem 11.1 are easily shown to hold here (the criteria for correctness of the constraints are given in Section 2).

If there are several simultaneous constraints, each of them (or part of them) can be replaced independently by penalty functions. But difficulties arise here when verifying if the system of constraints is
correct. Notice that the same difficulties arise in this situation in the cut-off method (see Section 10).

The idea of applying penalty functions to optimal control problems occurs in $[20,22,36,37]$. But only $[36]$ contains a proof of convergence, for one particular case.

## 12. The computational aspect

We obviously cannot consider the computational aspect of the full range of extremum problems in the present section: this is a very important topic which has not been adequately investigated; the discussion of it would have to be largely based on the results of numerical experiments. We shall merely dwell on the computational aspect that can be illuminated by the convergence theorems proved above.

A few words first about unconstrained extremum problems (Section 4). It is clear from Theorem 4.1 that methods of the gradient type are applicable to an extraordinarily wide class of functions and virtually any initial approximations. For Newton's method on the other hand (Theorem 4.4), very strict conditions are required for the functional being minimizea and for the initial approximation. Further, Newton's method involves much more complicated computations at each step compared with the gradient method (namely, we have to find the second derivative $f^{\prime \prime}(x)$ and transform it). Nevertheless, Newton's method has one advantage: a high rate of convergence, which is sometimes decisive. For, the conditions of Theorem 4.3 are usually satisfied close to the minimum, and the gradient method (with optimal choice of $\alpha$ ) is convergent at the rate of a geometric progression with ratio $q=(1-m) /(4+m)=(p-1) /(p+1)$, where $p=i / m \geqslant 1$. But in many practical problems, $p=1 / m$ is extremely large (e.g. in poorly stated problems of linear algebra, "well organized" functions of several variables, and functions $F(x, u, t)$ weakly dependent on $u$ in optimal control problems). In these cases $q \approx 1-2 / p$, i.e. $q$ is close to unity and the convergence of the gradient method is slow. In Newton's method, however, we have the quadratic convergence $\left\|x^{n}-x^{*}\right\| \leqslant C \delta^{2 n}$, where $\delta$ is independent of $p$, but depends on how close the functional $f(x)$ is to quadratic in the neighbourhood of $x^{*}$. Hence the convergence can be extremely fast, even for large $p$. Accordingly, the following combination of methods can be useful. We first use the gradient method, which does not require a good initial approximation and provides fairly fast convergence at the start. After the convergence of the gradient method has slowed down, it usually becomes possible to apply Newton's method, since a good initial approximation has now been obtained. The extra complexity of the
computations at each step is compensated by the substantial increase in the rate of convergence.

We now turn to problems under constraints. In the methods of Sections 5 - 10 the initial problem reduces to a sequence of auxiliary extremal problems on minimizing a linear (Section 5) or quadratic (Section 7) functional on Q, on projecting on to ? (Section 6), or on minimizing $f(x)$ on sets $Q_{n}$ (Sections $8-10$ ). Naturally, a given method is only worthwhile if the auxiliary problems can be solved fairly easily. Actually. all the examples in this paper were chosen so that the auxiliary problem could be solved either explicitly or by some finite method (we count as finite, methods which reduce to solving a Cauchy problem for a non-linear ordinary differential equation or to solving a boundary value problem for a linear equation).

As regards convergence rates, in the gradient projection method (Section 5) we have convergence at the rate of a geometric progression for a strongly convex functional and any convex set (Theorem 5.1), whereas in the conditional gradient method (Section 6) convergence of the same type can be proved for a convex functional having no absolute minimum on 9 , and a strongly convex set (Theorem 6.1). On the other hand, the auxiliary problems in these methods can be solved fairly easily in roughly the same cases. It follows from this that, if the functional is only convex, or if it is strongly convex, but $p=h / m$ is large, the conditional gradient method is worth using in the case of a strongly convex set. If the set is not strongly convex, this method can give extremely slow convergence. In particular, in the optimal control problem (2.1), (2.3) with $F(x, u, t)=F(x, t)$ and constraints of the type
$\int_{0}^{1} \sum_{i=1}^{r} u_{i}{ }^{2}(t) d t \leqslant \rho$ the conditional gradient method is suitable. If $F(x$, $u, t$ ) is strongly convex with respect to $\{x, u\}$, and the constraint is $u(t) \in V$ for all $0 \leqslant t \leqslant T$, the gradient projection method is preferable. As regards the gradient projection and Newton methods, they are in roughly the same relationship as their analogues in the case of an unconstrained extremum.

The question of the convergence rate for set approximation methods is fairly complex. It is important to notice, however, that these methods are still suitable for optimal control problems when the methods of Section 5-7 lead to excessively difficult auxiliary problems, namely, when there are constraints on the phase coordinates (see the examples in Sections 9-10). In addition, in the cut-off methods (Section 10), $f\left(x^{n}\right) \leqslant f^{*}$, which enables us to give a lower bound for $f^{*}$. When combined
with one of the methods of Sections 5-7 or 9, in which we always have $f\left(x^{n}\right) \geqslant f^{*}$, this method can yield an error estimate for the approximate solution.

We now turn to the method of penalty functions (Section 11). This method is above all extremely general. It can be applied to virtually any extremum problem (convergence conditions apart). In addition, the auxillary problems involved always appear simple. This is by no means the case, however. It turns out that the solution of the unconstrained extremum problem for the functional $\Phi_{n}(x)=f(x)+\psi_{n}(x)$ becomes more and more difficult as $n$ increases (provided the minimum does not lie inside 2). We shall illustrate this with an example of minimizing a strongly convex functional $f(x)$ under the one linear constraint $(c, x)=0$. We introduce the penalty function $\psi_{n}(x)=K_{n}(c, x)^{2}, K_{n} \geqslant 0, \lim _{h \rightarrow \infty} K_{n}=\infty$.
We shall solve the unconstrained minimum problem for $\Phi_{n}(x)=f(x)+\psi_{n}(x)$ by the gradient method and estimate the rate of convergence. Let $x_{1}$ be such that $\left(c, x_{1}\right)=0,\left\|x_{1}\right\|=1$, and $x_{2}$ such that $\left(c, x_{2}\right)=\lambda>0$, $\left\|x_{2}\right\|=1$. Then, if $(c, x)=0 .\left(\Phi_{n}^{\prime \prime}(x) x_{1}, x_{1}\right)=\left(f^{\prime \prime}(x) x_{1}, x_{1}\right) \leqslant M$, and $\left(\Phi_{n}^{\prime \prime}(x) x_{2}, x_{2}\right)=\left(f^{\prime \prime}(x) x_{2}, x_{2}\right)+K_{n} \lambda^{2} \geqslant m+K_{n} \lambda^{2}$. Hence $p_{n}-I_{n} / m_{n} \geqslant$ $\left(m+K_{n} \lambda^{2}\right) / M$, i.e. $p_{n} \rightarrow \infty$ as $n \rightarrow \infty$. But the convergence rate is determined by the number $q_{n} \approx 1-2 / p_{n}$, so that $q_{n} \rightarrow 1$ as $n \rightarrow \infty$. In other words, the rate of convergence of the gradient method in the auxiliary problem is slower, the greater $n$. The method of penalty functions appears to be suitable only when other methods fail, or in order to obtain an initial approximation for another method. Notice, however, that, by employing penalty functions of the type (11.4), an upper bound can be obtained for $f^{*}$, and a lower bound by employing functions of the type (11.1) or (11.2).

Translated by D.E. Brown
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