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SeconD-orDer metHodS + non-conVex obJecTives
- asCenT direcTiOnS maY leAd to non-conVerGenCe
- desCenT usuAlLy enForCed by disTorTinG curVature inFo
- reduces efFecTivenesS of metHod

How aboUt takinG a suItabLy negative sTep inSteAd?

Negative Step Sizes in SeconD-OrDer MetHodS
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AlLowinG botH positive anD negative sTep sizes (gReEn) makes tRaIninG conVerGe fasTer in neUral netWorKs witH 

one (lefT), tWo (midDle) anD tHreE (rigHt) hidDen laYerS.

The negative of NewTon's direcTiOn (gReEn) is a betTer seArCh 

direcTiOn tHan any non-negative comBinatiOn of tHe gRadiEnT 

desCenT direcTiOn (bLuE) anD NewTon's direcTiOn (red).

ExPerimenTs usinG variOus libSvM datasetS. AlLowinG negative 

sTep sizes worK betTer tHan HesSiAn modificatiOnS for metHodS 

tHat pRoduce botH asCenT anD desCenT seArCh direcTiOnS.


